MATH 4510-003: Intro to Probability EXAM 1 FACT SHEET

PART 1. Basic probability.

1. Permutations.

(a) The number of ways of arranging n objects in order is
nl=n-(n-1)-(n—2)---2- 1.

(b) The number of ways of arranging r objects (in order) out of n objects is

n-n—=1)-n=2)--(n—r+1)= TSIk

(¢) The number of ways of arranging n objects, where ny of them are the same, ny of them are the same, ...n,

of them are the same, is
( n ) n!
N1, M2, .. vy Ny nilng! - n,!

2.

Combinations.

(a) (Combinations.) The number of ways of choosing r objects out of n objects, without keeping track of order,
is
n-n=1)-(n—=2)---(n—r+1) n!

il Corln =)

This number is sometimes called “n choose r,” written (:f) Note that this is also the number of r-element
subsets of a set with n elements.

(b) The number of ways of placing n objects into r distinct groups, of size nq,na, ..., n,, is

( n ) n!
N1, N2, ey Ny nilng! -+ n,!

(same number as in 1(c) above).

3. Probability axioms.

(a) P(A) >0 for any event A.
(b) P(S) =1, where S is the sample space.

(¢) If the events Ay, A, Ag, Ay, ... are mutually exclusive (no two of them can happen together), then
P(A;UAZUA3UALU---) = P(A1)+ P(Ag) + P(As) + P(Ay) + - .

(The list Ay, Ag, A3, Ay, ... could be finite or infinite.)

4. Basic probability rules and formulas.

(a) If all outcomes in a sample space S are equally likely, and |E| denotes the number of outcomes in the event

E, then
|E|
P(E)="—=
S|
(assuming the sample space is a finite set).
(b) For any event E,
P(E) =1 P(E?),

where E¢ denotes the complement of E' (meaning all outcomes in the sample space except those in F).
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(¢) For any events E and F (not necessarily mutually exclusive), we have
P(EUF)=P(E)+ P(F)— P(EF).
(d) For any events E, F, and G (not necessarily mutually exclusive), we have

P(EUFUG) = P(E) + P(F) + P(G) — P(EF) — P(EG) — P(FG) + P(EFG).

PART II. Conditional probability.

1. Formulas for P(E|F).

(a) Given any events E and F, we have

(b) Suppose all events in the sample space are equally likely. Then for any events E and F, we have

[EF|

PEIF) = S

2. Formulas for P(EF).

(a) Given any events E and F, we have
P(EF) = P(F)- P(E|F).

(b) (Generalization.) Given any events Aj, As, and Aj, we have
P(A1A3A3) = P(Ay) - P(A3]Ay) - P(A3]|A1 As).
(¢) (Further generalization.) Given any finite or infinite list of events, we have

P(all events happen) = P(first one happens) - P(second happens given that first does)
- P(third does given that first two do) - P(fourth does given that first three do)--- .

3. Independent events.
(a) If events F and F are independent (P(E) = P(E|F)), we have
P(EF) = P(E)- P(F).
(b) (Generalization.) If events Ay, Ag, Az, Ay, ... are independent (they don’t affect each other), then
P(A1A3A3A,---) = P(Ay) - P(Ag) - P(A3) - P(Ag) - .
(The list A1, Ag, A3, Ay, ... could be finite or infinite.)

4. Bayes’s Formula (also known as the law of total probability).

(a) For any events E and F,
P(E)=P(F)P(E|F)+ P(F°)P(E|F°)

(again, F° denotes the complement of F').

(b) (Generalization.) Suppose Fy, Fs, F3, ..., F, are mutually exclusive and exhaustive events. Then

P(E) = P(F1)P(E|F1) + P(F2) P(E|F2) + P(F3)P(E|F3) + -+ + P(F,) P(E|F,).




