Homework # 3

. Let X be a random variable. Prove that, for any £ > 0, there exists a bounded random variable
X, such that
P(X # X.) <e.

. Show that, for any random variable X and any a > 0, one has
/]P’(x<X<x+a)dx:a.
R

Hint: Apply Fubini’s theorem.

. Let X1, X5, ... be iid random variables with distribution
P(X; =2"=27% k=1,23,....

Set Sn, =Y _; Xi. Show that:
(a) EX; = oo, and hence the WLLN does not apply to %Sn,
(b) one has
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as n — oo.

Hint: For part (3b), it is helpful to truncate the first n random variables at a level that depends
on n. That is, denote b, = nlogyn, Yy, = Xilix, <p,}> In = ZZ:1 Ty %, and a, = ET,,. You
will want to show that
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. Let (cn)22; be a sequence of real numbers. Consider the sum > > | ¢, X,,, where X, Xo,...
is a sequence of iid symmetric Bernoulli random variables (i.e. X; takes values £1 with
probability 1/2). Show that if Y >, ¢ < oo, then the series Y -, ¢, X, converges almost
surely. As a bonus, try to prove the converse.

. Let Xq = (1,0), and define X,, € R? inductively by declaring that X,, ;1 is chosen at random
(uniformly) from the ball of radius |X,,| centered at the origin (i.e. X,,4+1/|Xy| is uniformly
distributed on the ball of radius one and independent of X3, ..., X,,). Prove that

1
—log | X,| %5 ¢
n

as n — oo and compute c.



