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Regular expressions

Definition

The set of regular expresssions over ¥ is defined inductively by
» (), € are regular;
» ais regular for every a € ¥;
» if r1, r» are regular, then also rirnp and r + rm;

» if r is regular, then also r*.

Example
(a+ (b(c*))) is regular over X = {a, b, c}, usually denoted a+ bc*.

Note
» Regular expressions are just strings of symbols.
» Parenthesis are used when necessary for parsing.

» Convention: * binds stronger than -, - stronger than +.



Semantics

Definition
The language L(r) C ©* of a regular expression r is defined
inductively by

> L(W) =0, L(e) :={e}

L(a) :={a} foracx

Er r):={wiws : wy € L(r1),wr € L(r2)}  concatenation
L(r

r+r):=Lln)UL(r) union
> L(r*) = L(r)" = L(r)' )° U L(r) JUL(r)U... Kleene star
Se'i LG
Example

» L(a+ bc*)={a} U{bc" : ne N}
> regular expression for words ending in 01: (0 + 1)*01

> regular expression for words in which 0 and 1 alternate:
(1L+ 6)(_9,1)*(0 +¢€)



Regular languages and automata

Definition
L C ¥* is regular if L = L(r) for some regular expression r over ¥.

Theorem
L C X* is regular iff L = L(M) for some DFA M with input

alphabet X.
Proof

=-: Given a regular expression r, it suffices to build an e-NFA M
with L(M) = L(r) by induction on r:

> r=10 — ) r=ce —~@
> r=aforacXx



Proof =: Closure under concatenation
Let r = rirp,. Assume e-NFAs My, My accept L(r), L(r2), resp.
Compose M; and M, into a new e-NFA M for r with

> states Q1 U Q> (wlog Q1, Q> are disjoint)

» the starting state s; of My

» the accepting states F, of Ms

» A = A; UAy U {etransitions from F; to sp}.
Then L(M) = L(rir).
Note: The only path from s; to F; is via an e-transition from f;
to s». M.




Proof =: Closure under union
Let r = r1 + ra. Assume e-NFAs My, M, accept L(r1), L(r2), resp.
Compose M; and M, in parallel into a new e-NFA M with

> states {s} U Q1 U @ (disjoint union)

P a new starting state s

P accepting states F1 U F»

» A = A; UAy U {e-transitions from s to s; and to sy }.
Then L(M) = L(n + n).
Note: The only path from s to either F; or F, is via an
e-transition from s to sy or to sp.




Proof =: Closure under *
Let r = r{". Assume e-NFA M; accepts L(r1).
Loop M; to get a new e-NFA M with

» states {s} U Q; (disjoint union)

P a new starting state s

» new accepting states {s} T =T o%al

» A = Aj U {etransitions from s to s; and from F;j to sp}.
Then L(M) = L(r{).
Note: The only path from s to s is via € or via concatenations of
paths from s; to F; witC_h e-transitions.

.

This completes the proof that every regular language is accepted
by some e-NFA (hence a DFA).



Proof «
Given a DFA M find a regular expression r such that L(M) = L(r).
Assume M has states {1,...,n}. For i,j, k < n define

il

RE={wex . 6*(i,w) = and allVintermediate states !
s on the path labelled by w are < k
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Claim (%): Rg. = L(r,-j?) for some regular r,j‘

Proof by induction on k:
Basis k = 0: No intermediate states on the path from j to j. Let

A={aeXx : §(i,a) =j}

» For i #j, let

o |0 ifA=10
. a+---+ap ifA:{ala-HvaZ}ang

o € ifA=10
ri; o=
€et+a;+---+a ifA:{ala-'waf}vEZl



Induction step: Let w € Rk k> 1.

> If k is not an mtermedlate point on the path described by w,
then w € Rij‘-_l.

» If w's path goes to k at least once, then
k—1 k—1 k—1
w € Ry (R ) Ry

Hence RE = RE"1 U RETH (RS R
By |nduct|on assumpt|on, R,’J‘ is the language of the regular
expression

k—1

rp T o (s W

and Claim (%) is proved.

*kl

Let 1 the start state and F the final states of M.
For k = n, Claim (x) yields regular r := > r{s such that
L(M) = L(r).



