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Math 2135 - Assignment 13
Due December 5, 2025

(a) Give 3 vectors of length 1 in R3 that are orthogonal to u = [—;1}
(b) Which of the following sets are orthogonal? Orthonormal?
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Solution:
(a) Switch any 2 components of u, change one sign and set the remaining component 0
to get orthogonal vectors, e.g., {1} , { _31} , {%} Divide each by its length to get vectors

1
0

of length 1.

(b) A is orthonormal since its vectors are pairwise orthogonal and all have length 1.

Same for B. O

(a) Let W be the subspace of R? with orthonormal basis B = (3 {—zl} : % {%}) Com-
pute the coordinates [z]p for x = LAH in W using dot products.

(b) Give a basis for W+.

(c) Find the closest point to y = [

W

} in W. What is the distance from y to W7
Solution:

(a) Let [z]p = gj Since B is orthonormal, ¢; = x - b;. Hence ¢; = 6, ¢y = 1.

S

(b) Solving by = 0, by = 0 yields that W+ = Span [’g‘*}
(c) The closest point to y in W is given by the orthogonal projection projy, (y) of y
on W. This can be found by the projections of y onto the basis vectors of W
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projyy (y) = projy, (y) + projy, (y) = (y - b1)br + (y - b2)bs = 2by + V/5by = 3 4]

The distance from y to W is just the length of the component of y orthogonal to W,
that is |y — projy, (v)|- O

True or false. Explain your answers.

(a) Every orthogonal set is also orthonormal.

(b) Not every orthonormal set in R" is linearly independent.

(c) For each = and each subspace W, the vector x — projy, (z) is orthogonal to W.
Solution:

(a) False, are orthogonal but not orthonormal since they don’t have length 1.
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(b) False, every orthonormal set is orthogonal and consists of nonzero vectors. Hence
it is linearly independent.

(¢) True, by definition of orthogonal projection. 0

Let W be a subset of R”. Show that its orthogonal complement
W+ := {2z € R" | z is orthogonal to all w € W}



is a subspace of R".
Solution:
Check the 3 properties defining subspaces:

The zero vector 0 is in W+ since 0-w = 0 for all w € W

Let u,v € W+, Then u-w = 0,v-w = 0 for all w € W. Hence (u+v)w = vw+vw =
0+0=0forallwe W and u+v € W+,

Let w € Wt and ¢ € R. Then u-w = 0 yields (cu) - w = ¢(-w) = 0 = 0 for all
w € W. Hence cu € W+. O

Let W be a subspace of R". Show that
(a) WNW+=0
(b) dim W + dim W+ =n
Hint: Let wy,...,w; be a basis of W. Use that x € W+ iff x is orthogonal to
Wiy ..., Wk
Solution:
(a) If w is in W and in W+, then it is orthogonal to itself. But w - w = 0 yields that
w is the zero vector.
(b) Let A € R¥™ with rows wy, ..., w;. Then z € R" is orthogonal to wy, ..., w;
iff Az =0. Hence W+ is the null space of A. Since W is the row space of A and dim
Row A+dim Nul A = n, we have dim W + dim W+ = n. O

Find the least squares solutions of Ax = b.
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Solution:
Solve AT - A- 3 = AT . b.
(a) AT - A= B 131] VAT p = [1641 yields a unique solution Z = H]
4 2 2
(b) AT - A =12 2 0|,AT . b = [ﬂ yields multiple least squares solutions z =
2 0 2
{l/é_t} for t € R. 0

True or false for A € R™*™ and b € R™. Explain your answers.

(a) A least squares solution of Az = b is an & such that AZ is as close as possible to
b.

(b) A least squares solution of Az = b is an 2 such that A% = b for b the orthogonal
projection of b onto Col A.

(¢) The point in Col A closest to b is a least squares solution of Az = b.

(d) If Az = b is consistent, then every solution x is a least squares solution.

Solution:

(a) True



3

(b) True. For a least squares solution & we have that AZ is the point in Col A closest
to b, that is, the orthogonal projection b of b onto Col A.

(c) False. For a least squares solution Z we have that A% is the point in Col A closest
to b.

(d) True. If Az = b, then also AT Az = ATb. Hence r is a least squares solution.
O



