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Let $\theta_{i+1}=\theta_{i} \wedge \neg \psi\left(\mathbf{c}_{k}\right)$.

## Final assembly

## Final assembly

$$
T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\} .
$$

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$.

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$. The Henkin model will not realize $p$. $\square$

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$. The Henkin model will not realize $p$. $\square$

Remark.

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$. The Henkin model will not realize $p$. $\square$

Remark.
Theorem is false as stated for uncountable languages.

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$. The Henkin model will not realize $p$. $\square$

Remark.
Theorem is false as stated for uncountable languages.

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$. The Henkin model will not realize $p$. $\square$

Remark.
Theorem is false as stated for uncountable languages.
The Standard Counterexample.

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$.
The Henkin model will not realize $p$.

Remark.
Theorem is false as stated for uncountable languages.
The Standard Counterexample. Let $L$ be a language with constants only, $\left\{c_{i} \mid i \in \omega\right\} \cup\left\{d_{j} \mid j \in \omega_{1}\right\}$.

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$.
The Henkin model will not realize $p$.
Remark.
Theorem is false as stated for uncountable languages.
The Standard Counterexample. Let $L$ be a language with constants only, $\left\{c_{i} \mid i \in \omega\right\} \cup\left\{d_{j} \mid j \in \omega_{1}\right\}$.
Let $T$ be the theory axiomatized by sentences saying that all constants interpret differently

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$.
The Henkin model will not realize $p$.
Remark.
Theorem is false as stated for uncountable languages.
The Standard Counterexample. Let $L$ be a language with constants only, $\left\{c_{i} \mid i \in \omega\right\} \cup\left\{d_{j} \mid j \in \omega_{1}\right\}$.
Let $T$ be the theory axiomatized by sentences saying that all constants interpret differently (e.g. $c_{i} \neq c_{j}, c_{i} \neq d_{j}, d_{i} \neq d_{j}$ ).

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$.
The Henkin model will not realize $p$.
Remark.
Theorem is false as stated for uncountable languages.
The Standard Counterexample. Let $L$ be a language with constants only, $\left\{c_{i} \mid i \in \omega\right\} \cup\left\{d_{j} \mid j \in \omega_{1}\right\}$.
Let $T$ be the theory axiomatized by sentences saying that all constants interpret differently (e.g. $c_{i} \neq c_{j}, c_{i} \neq d_{j}, d_{i} \neq d_{j}$ ).
Let $p(x)$ be the partial 1-type consisting of all $\left(x \neq c_{i}\right)$.

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$.
The Henkin model will not realize $p$.
Remark.
Theorem is false as stated for uncountable languages.
The Standard Counterexample. Let $L$ be a language with constants only, $\left\{c_{i} \mid i \in \omega\right\} \cup\left\{d_{j} \mid j \in \omega_{1}\right\}$.
Let $T$ be the theory axiomatized by sentences saying that all constants interpret differently (e.g. $c_{i} \neq c_{j}, c_{i} \neq d_{j}, d_{i} \neq d_{j}$ ).
Let $p(x)$ be the partial 1-type consisting of all $\left(x \neq c_{i}\right)$.
$p$ is not supported, but cannot be omitted.

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$.
The Henkin model will not realize $p$.
Remark.
Theorem is false as stated for uncountable languages.
The Standard Counterexample. Let $L$ be a language with constants only, $\left\{c_{i} \mid i \in \omega\right\} \cup\left\{d_{j} \mid j \in \omega_{1}\right\}$.
Let $T$ be the theory axiomatized by sentences saying that all constants interpret differently (e.g. $c_{i} \neq c_{j}, c_{i} \neq d_{j}, d_{i} \neq d_{j}$ ).
Let $p(x)$ be the partial 1-type consisting of all $\left(x \neq c_{i}\right)$.
$p$ is not supported, but cannot be omitted.

## Final assembly

$T_{\infty}=T \cup\left\{\theta_{i} \mid i \in \omega\right\}$.
$T$ is a Henkin theory in which no tuple of constants realizes $p$.
The Henkin model will not realize $p$.
Remark.
Theorem is false as stated for uncountable languages.
The Standard Counterexample. Let $L$ be a language with constants only, $\left\{c_{i} \mid i \in \omega\right\} \cup\left\{d_{j} \mid j \in \omega_{1}\right\}$.
Let $T$ be the theory axiomatized by sentences saying that all constants interpret differently (e.g. $c_{i} \neq c_{j}, c_{i} \neq d_{j}, d_{i} \neq d_{j}$ ).
Let $p(x)$ be the partial 1-type consisting of all $\left(x \neq c_{i}\right)$.
$p$ is not supported, but cannot be omitted.
A carefully worded restatement of the theorem is true for uncountable languages.

