3. Proofs

The purpose of this chapter is give the definition of a mathematical proof, and give the
simplest proofs which will be needed in proving the completeness theorem in the next
chapter. Given a set I' of formulas in a first-order language, and a formula ¢ in that
language, we explain what it means to have a proof of ¢ from TI'.

The following formulas are the logical axioms. Here ¢, 1,y are arbitrary formulas
unless otherwise indicated.

(L1la) ¢ — (¥ — ¢).

(L1b) [p — (¥ — x)] = [(¢ = ¥) — (¢ = x)].
(Lle) (mp — =) — (¥ — o).

ELQ Vi (o — ) — (Vv — Vo)), for any i € w.
(
(
(
(

)

L3) ¢ — Vv, for any i € w such that v; does not occur in .

L4) Jv;(v; = o) if 0 is a term and v; does not occur in o.

L5) o =7 — (0 = p— 7 =p), where o, 7, p are terms.

L6) o =7 — (p=0 — p=r7), where o, 7, p are terms.

L7) O=T — F&) &,10'&+1 NN fm,1 = F&) NN Si,175i+1 NN fmfl, where F is an m-ary
function symbol, i« < m, and o, 7,&p,...,&—-1,&+1,-.-En—1 are terms.

(LS) o =T — (R&) . ~§i710-§i+1 .. .Sm,1 — R&) .. .fi,175i+1 .. .fmfl), where R is an
m-ary relation symbol, i« < m, and o,7,&0,...,&—-1,&i+1,---Em—1 are terms.

Theorem 3.1. FEvery logical ariom is universally valid.

Proof. (Lla—c): Universally valid by Theorem 2.9.
(L2): Assume that

(1) 4 = Yoi(¢ — 9)[a] and
(2) A = Voplal;

We want to show that A |= Vu;epla]. To this end, take any b € A; we want to show that
A = plal]. Now by (1) we have A = (¢ — v)[al], hence A = ¢[al] implies that A |= [al].
Now by (2) we have A = p[al], so A | ¥[al].

(L3): We prove by induction on ¢ that if v; does not occur in ¢, and if a,b:w — A
are such that a(j) = b(j) for all j # 4, then A |= @la] iff A = p[b]. This will imply that
(L3) is universally valid.

e pis 0 = 7. Thus v; does not occur in ¢ or in 7. Then

A (o =71)a] iff O'Z(a) = TZ(CL)
iff o?(b) = Tz(b) by Proposition 2.4
iff Al (oc=r1)[b.

e v is Rogy...0,,—1 for some m-ary relation symbol and some terms og,...,0,-1. We
leave this case to an exercise.
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e o is =) (inductively).
AE ¢la] iff not(A4

iff  mnot(A
iff AR

[b]) (inductive hypothesis)

e v is ¢ — x (inductively).

A= pla] iff (A = [a] implies that A = x[a])
iff (A = v[b] implies that A = x[b])
(inductive hypothesis)
iff A= [b].

e ¢ is Yo (inductively). By symmetry it suffices to prove just one direction. Suppose
that A |= pla]; we want to show that A = ¢[b]. To this end, suppose that u € A; we want
to show that A = v[b¥]. Since A = pla], we have A |= ¢[aF]. Now k # 4, since v; does
not occur in . Hence (a¥)(j) = (b¥)(j) for all j # i. Hence A |= 1[b¥] by the inductive
hypothesis, as desired.

This finishes our proof by induction of the statement made above. Now assume that
A |= pla] and u € A; we want to show that A |= p[a’,]. This holds by the statement above.

This finishes the proof of (L3).

(L4): Suppose that o is a term and v; does not occur in o. To prove that A

(Jv;(v; = 0))[a], we want to find u € A such that A = (v; = 0)[a’]. Let u = 0(a). Then

(vi)"[a

]

by Proposition 2.4 (since v; does not occur in ¢, hence a(j) = al,(j) for all j such that v,
occurs in o). Hence A = (v; = o)ladl,].

(L5): Assume that A [ (0 = 7)[a] and A = (0 = p)[a]. Then o4(a) = 74(a) and
o (a) ( ), SO TA(CL) = p(a), hence A |= (1 = p)]a).

L6) Left as an exercise.

(
(L7): Assume that A = (o = 7)[a]. Then UZ(CL) = TZ(CL), and so

(Fé& .. &i10€i1 . Em1)(a) = FA(¢ <a>,...,s?(a),af(a),sﬁl(a),..., 2 ()

it follows that A = (F&y...& 106401 6mo1 =F& ... & 17& 41 .. Em_1)]a], hence (L7)
is universally valid.

L&): Left as an exercise. O
(

Now let T' be a set of formulas. A T-proof is a finite sequence (pq, ..., pm—_1) of formulas
such that for each 7 < m one of the following conditions holds:
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(I1) ¢; is a logical axiom

(I12) ; €T

(I3) (modus ponens) There are j, k < i such that ¢; is the formula ¢ — ¢;.

(I4) (generalization) There exist j < ¢ and k € w such that ¢; is the formula Vo, ;.

Then we say that I' proves ¢, in symbols I' ¢, provided that ¢ is an entry in some
I-proof. We write - ¢ in place of ) - .

Theorem 3.2. If 't ¢, then I = .

Proof. Recall the notion I' |= ¢ from Chapter 2: it says that for every structure A
for the implicit language we are dealing with, if A |=[a] for allyp € T and all a : w — A,
then A |= pla] for every a : w — A. Now it suffices to take a T-proof (1, ..., %m_1) and
prove by complete induction on i that I' = 4); for each i < m.

Case 1. 1; is a logical axiom. Then the result follows by Theorem 3.1.

Case 2. ¢; € I'. Obviously then I' |= ;.

Case 3. There are j,k < i such that ¢, is px — ¢;. Suppose that A is a model of T
and a : w — A. Then A |= ¢r[a] by the inductive hypothesis, and also A &= (o — ©;)]al
by the inductive hypothesis. Thus A |= ¢[a] implies that A = ¢;[a], so A = ¢;[al.

Case 3. There exist j < ¢ and k € w such that ¢; is Vugp;. Given u € A, we want to
show that A = ¢;[a¥]; but this follows from the inductive hypothesis. ]

One form of the completeness theorem, proved in the next chapter, is that, conversely,
I' E ¢ implies that T' F .

The standard foundation of mathematics is embodied in the set I' = ZFC of the
Zermelo-Fraenkel axioms for set theory with choice. The logical facts in this chapter form
a prerequisite for a rigorous treatment of set theory. The language for set theory has just
one non-logical constant, a binary relation symbol €. Instead of € v;v; we write v; € v;.
ZFC consists of the following formulas.

Axiom 1. (Extensionality) If two sets have the same members, then they are equal.
Formally:

VogVur [Voe(vg € vy <= vy € v1) — vg = v1].

Axiom 2. (Comprehension) Given any set z and any property ¢, there is a subset of z
consisting of those elements of z with the property ¢.
Formally, for any formula ¢ in which v; does not appear,

Fu1 Vg (vg € v1 <= vy € V2 A ).

Axiom 3. (Pairing) For any sets x, y there is a set which has them as members (possibly
along with other sets). Formally:

HUQ(UO E vy NV € UQ).
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Axiom 4. (Union) For any family </ of sets, we can form a new set A which has as
elements all elements which are in at least one member of &/ (maybe A has even more
elements). Formally:

FupVu1Yua(ve € v1 A vy € v3 — V1 € 1p).

Axiom 5. (Power set) For any set z, there is a set which has as elements all subsets of z,
and again possibly has more elements. Formally:

Juv1 Vg [Vus(vs € vog — v3 € vg) — v2 € v1].
Axiom 6. (Infinity) There is a set which intuitively has infinitely many elements:

Jug[Fu[v1 € vo A Yua(—(ve € v1))]A
Vuilvr € vg — Jualve € vo A Vus(vsg € vy <> v3 € v1 V ug = v1)]]].
If we take the smallest set vy with these properties we get the natural numbers.
Axiom 7. (Replacement) If a function has domain a set, then its range is also a set. Here
we use the intuitive notion of a function.
Yuglvg € v1 — Fualp A Vo[ — ve = v3]]] — FuaVup[vg € v1 — Tvg € vy A .
Here ¢ is a formula in which v3 and v4 do not occur, and ¢’ is obtained from ¢ by replacing
all occurrences of vy by vs.

Axiom 8. (Foundation) Every nonempty set vy has a member y which has no elements in
common with vg. This is a somewhat mysterious axiom which rules out such anti-intuitive
situations as a € a or a € b € a.

Yug[Fvr (v1 € vg) — Fvy[vg € vg A Vg (ve € v1 — —(vg € vg)]]]

Axiom 9. (Choice) For any family 7 of nonempty sets such that no two members of .o
have an element in common, there is a set B having exactly one element in common with
each member of 7.

Yoy € vpFvg(vg € v1) AVurVug[vy € vg A vy € vg A —(v1 = v2) — Yus[vs € v1 — —(vg € v2)]

— JVuglve € vg — Juslvg € v1 Avg € Vo AVuy[vg € v1 A vy € V2 — vy = v3]]]]]

In principle, any theorem in mathematics is a formula ¢ such that ZFC F ¢. A course
in set theory usually develops the purely set-theoretical portion of mathematics, to the
extent needed for the rest of mathematics.

In this chapter we will show that many definite formulas ¢ are such that - ¢. We begin
with tautologies.

Lemma 3.3. - ¢ for any first-order tautology ¢.
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Proof. Let x be a sentential tautology, and let (1, 11, ...) be a sequence of first-order
formulas such that ¢ is obtained from x by replacing each sentential variable S; by ;. For
each sentential formula 6, let #’ be obtained from 6 by replacing each sentential variable
S; by ;. By Theorem 1.20, I y (in the sentential sense). Hence there is a sentential
proof (0o, ...,0,,) with 6,, = x. We claim that (6, ...,0,,) is a first-order proof. Since
0!, = X' = ¢, this will prove the lemma. If i <m and 6; is a (sentential) axiom, then 6, is
the corresponding first-order axiom:

o= (e —=p) =1 — (" =P
lp—(c—=71]=[p—=0)=(p—7] =
o' — (0" = )] = [(p — o) = (o — T)]];
(=9 = =0) = (0 = )] = [(=p = —0') = (0" = p)]
If j,k < iand 6 is 0; — 0;, then 6}, is 0 — 0;. -

We proceed with simple theorems concerning equality.

Proposition 3.4. - o = o for any term o.

Proof. The following is a -proof; on the left is the entry number, and on the right
a justification. Let v; be a variable not occurring in o.

(1) vi=0—(vy=0—0=0) (Lb5)

(2) vi=0—(vi=0—0=0)] = [~(0c=0)— —(v; =0)] (taut.)

(3) ~(0 =0) = ~(vi = 0) ((1), (2), MP)
(4) Vvi[=(o = o) = ~(vi = 0] ((3), gen.)

(5) Yo [-(o0 =0) — =(v; = 0)] = [Yvi~(0c =0) = Y= (v; = 0)]  (L2)

(6) Vo,— (0 = 0) — Yv;—(v; = 0) (4), (5), MP

(7) —(c =0) = Yv;=(0 = 0) (L3)

) (1) [(6) = [(0 = 0) — Yoi~(v: = ) (teut.)

) (6) = [0 = o) — Vorm(v; = 0) (7), (8), MP
(10) —(c =0) = Y= (v; = 0) (6), (9), MP
(11) (10) — [Fvi(v; = 0) — 0 = 0] (taut.)

(12) Jui(vi=0) —>0c=0 (10), (11), MP
(13) v (v; = o) (L4)

(14) (13) — [(12) — o = 0] (L1)

(15) (12) o =0 ((13), (14), MP)
(16) o=o (12), (15), MP)

Proposition 3.5. -0 =7 — 7 =0 for any terms o, T.

Proof. By (L5) we have
Fo=17—(0c=0—T1T=0);
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and by Proposition 3.4 we have - 0 = 0. Now
c=0c—(o=1—>(0=0—-717=0)]—>(c=7—>T7=0))
is a tautology, soFoc =7 — 717 =0. ]

Proposition 3.6. o =7 — (7 = p — o = p) for any terms o, T, p.

Proof. By (L5),-7=0 — (7= p — o = p). By Propostition 3.5, Fo0c =7 — 17 =0.
Now

(r=7—r=0)=(r=0—(=p—o=pl—lo=7—(r=p—0=p))

is a tautology, so-o =7 — (1 =p — 0 = p). O
Proposition 3.7. If F is an m-ary function symbol and oq,...,0m—1 and 7o, ..., Tm_1
are terms, then
+ /\ i =1) > Fog...om—1=Fr9...T—1.
<m

Proof. For each i < m let ¢; be the following instance of (L7):
O, = T; — FTO c e T3—-1040441 ... 0m—1 = FT() e T3—-1Ti0441 -+ - Om—1-

Note that ¢q is
ogp=71 — Fog...0p—1 =Frg0o1...00m—1

and @,,_1 is
Om—-1=Tm-1— F1o...Tm—20m—-1=F10...T1—1.

Now we claim that for all ;7 < m,

(%) = /\ (0;=m1;) = Foo...0;m—1 =F19...7j_10j0j41...0m_1.

<m
We prove this by induction on j. For j =0, (%) is

F /\ i =1) — Fog...om—1 =Fog...0m1,

<m

and this is true by Proposition 3.4 and a tautology. Now assume that (x) holds for j, with
J < m. Now the following is an instance of Proposition 3.6:

FFoo...om—1 =F19...7j100j41...0m—1 —
[FTO---Tj—lajUj+1---am—1 ZFTo...TjO'j+1...O'm_1 —

FO'()...O'm,l = FTO...TjO-j+1 ...O'mfl].
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Hence a tautology and ¢; gives () for j + 1. This finishes the inductive proof of (x). The
case j = m gives the assertion of the proposition. ]

The following proposition is very similar, in statement and proof, to Proposition 3.7.

Proposition 3.8. If R is an m-ary function symbol and og,...,0m—1 and 7o,...,Tm_1
are terms, then

+ /\ (0i=1)— (Rog...om—1 < Rrg...Ti—1).

i<m
Proof. First we claim that for each i < m we have
(1) Fo,=7— R7y... 72100541 -« . Om—1 < R70 ... Ti_ 173041 -« . Opm—1).
In fact, two instances of (L8) are as follows:

(2) O, = T; — (RTO . T3—-100441...0m—1 — RTO o T5—1T30441 - - .O’m_l).

(3) T, = 05 — (RTO e Ti0441 - . Om—1 — RTO e o T3—1040441 - - .O'mfl).

Now the following is a tautology: (o; =7, — 7, = 0;) — [(2) — ((3) — (1))]. Hence from
(2) and (3) and Proposition 3.5 we obtain (1). Let the formula in (1) be ¢;.
Note that ¢q is

oo =10 — (Rog...0m—1 < Rrgo1...0m—1)

and @, is
Om—-1="Tm-1— (R10...Tm—20m—1 < R1o...Ti_1).

Now we claim that for all 7 < m,

(*) H /\ (O'i = Ti) — (RO’O e Om—1 < RTO « e Tj—1050541 - - .O'mfl).

<m
We prove this by induction on j. For j =0, (%) is

- /\ (0i=m1)— (Rog...om-1 < Rog...0m-1),
<m
and this is a tautology. Now assume that (x) holds for j, with j < m. Now the following

is a tautology:

I—(Rao. .Om—1 RT().. - Tj—10404541 .- -Um—l) —
[(RTo...Tj_lUjO'j+1 e Om—1 <& RTo...TjO'j+1 ...O’m_1> —

(RO'()...O'm,1 — RTo...TjUj+1 ...O'mfl)].
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Hence a tautology and ¢, give (x) for j + 1. This finishes the inductive proof of (x). The
case 7 = m gives the assertion of the proposition. ]

We now give several results expressing the principle of substitution of equals for equals.
The main fact is expressed in Theorem 3.18, which says that under certain conditions the
formula 0 = 7 — (¢ < ) is provable, where 1 is obtained from ¢ by replacing some
occurrences of o by 7.

Lemma 3.9. If 0 and 7 are terms, ¢ and ¥ are formulas, v; is a variable not occurring
inoort,andbo=17— (¢ =), thent o =1 — (Vv — Yu0).

Proof.

(1) FYvilo =1 — (¢ — ¥)] (hypothesis, gen.)

(2) = Yvi(o =7) = Yui(p — )] (from (1), using (L2))
(3) = Yui(p — ) — (Vuip — Vuieh) ((L2))

(4) Fo=1—Yu(o=r1). ((L3))

Now putting (2)—(4) together with a tautology gives the lemma. O

To proceed further we need to discuss the notion of free and bound occurrences of variables
and terms. This depends on the notion of a subformula. Recall that a formula is just a
finite sequence of positive integers, subject to certain conditions. Atomic equality formulas
have the form o = 7 for some terms o, 7, and o = 7 is defined to be (3) "o~ 7. Atomic non-
equality formulas have the form Roy ... o,,_1 for some m, some m-ary relation symbol R,
and some terms o, ...,0,,_1. R is actually some positive integer k£ greater than 5 and not
divisible by 5, and Royg . ..o, —1 is the sequence (k) o7 -+ 04—1. Non-atomic formulas
have the form

= (1)"p,
=P =(2)"p Y, or
Vusp = (4,5(s + 1)) 7.

Thus every formula begins with one of the integers 1,2,3,4 or some positive integer greater
than 5 not divisible by 5 which is a relation symbol. This helps motivate the following
propositions.

Proposition 3.10. If o0 = {0y, ...,0,_1) is a term, then each o; is either of the form 5m
with m a positive integer, or it is an odd integer greater than 5 which is a function symbol
or individual constant.

Proof. We prove this by induction on o, thus using Proposition 2.1. The proposition
is obvious if ¢ is a variable or individual constant. Suppose that F is a function symbol of

rank m, Tg,...,Tm—1 are terms, and o is Fry...7,,_1, where we assume the truth of the
proposition for g, ..., Tm_1. Suppose that ¢ < k. If i = 0, then o; is F, a function symbol.
If © > 0, then o; is an entry in some 7;, and the desired conclusion follows by the inductive
hypothesis. ]
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Proposition 3.11. Let ¢ = (o, ... pr_1) be a formula, suppose thati < k, and p; is one
of the integers 1,2,3,4 or a positive integer greater than 5 which is a relation symbol. Then
there is a unique segment (@i, Pit1,-.-,¥;) of ¢ which is a formula.

Proof. We prove this by induction on ¢, thus using Proposition 2.5. We assume the
hypothesis of the proposition. First suppose that ¢ is an atomic equality formula ¢ = 7
with o and 7 terms. Thus o = 7 is the sequence (1) "o~ 7. Now by Proposition 2.2(ii), no
entry of a term is among the integers 1,2, 3,4 or is a positive integer greater than 5 which
is a relation symbol. It follows from the assumption about ¢ that ¢ = 0, and hence the
desired segment of ¢ is ¢ itself. It is unique by Proposition 2.6(iii). Second suppose that
® is an atomic non-equality formula Rog...0,,—1 with R an m-ary relation symbol and
00y---,0m—_1 terms. This is very similar to the first case. Rog...0,,_1 is the sequence
(R)" 0§ -+~ om—1. By Proposition 2.2(ii) ¢ must be 0, and hence the desired segment of
@ is  itself. It is unique by Proposition 2.6(iii).

Now assume inductively that ¢ is —t); so ¢ is (1)"e. If i = 0, then ¢ itself is
the desired segment, unique by Proposition 2.6(iii). If ¢ > 0, then ¢; = 1;_1, where
Y = (Yo, ..., ¥k—1). By the inductive hypothesis there is a segment (¢;_1,;,...,9;) of
¥ which is a formula. This gives a segment (;, ©it1,-..,®;+1) of ¢ which is a formula; it
is unique by Proposition 2.6(iii).

Assume inductively that ¢ is ¢» — x for some formulas ¥, x. So ¢ is (2)" ¢ " x. If
i = 0, then ¢ itself is the required segment, unique by Proposition 2.6(iii). Now suppose
that ¢ > 0. Now we have ¢ = (p1,...,¢m) and X = (Pm41,...,pr—1) for some m. If
1 < i < m, then by the inductive assumption there is a segment (@;, Yit1,...,pn) of ¥
which is a formula. This is also a segment of ¢, and it is unique by Proposition 2.6(iii). If
m+1<i<k—1, asimilar argument with y gives the desired result.

Finally, assume inductively that ¢ is Yvs1 with ¢ some formula and s € w. We leave
this case to an exercise. ]

The segment of ¢ asserted to exist in Proposition 3.11 is called the subformula of ¢ begin-

ning at ¢. For example, consider the formula ¢ def Vuglvg = v — vg = va]. The formula
vgp = w1 occurs in two places in . In detail, ¢ is the sequence (4,5,2,3,5,15,3,5,15).
Thus

wo = 4;
Y1 =95
w2 = 2;
w3 = 3;
P4 = 5;
w5 = 155
we = 3;
w7 = 9;
ps = 15;

On the other hand, vy = vq is the formula (3,5,15). It occurs in ¢ beginning at 3, and
also beginning at 6.

Now a variable vy is said to occur bound in ¢ at the j-th position iff with ¢ =
(00, -+, Pm—1), we have ¢; = v, and there is a subformula of ¢ of the form Vv, =
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(Piy Pit1y--romy with ¢ +1 < 7 < m. If a variable vs occurs at the j-th position of ¢
but does not occur bound there, then that occurrence is said to be free. We give some
examples. Let ¢ be the formula vy = v1 — v; = ve. All the occurrences of vy, v, vy are
free occurrences in ¢. Note that as a sequence ¢ is (2, 3,5,10, 3,10, 15); so g = 2, p1 = 3,
w2 =5, w3 =10, o4 = 3, p5 = 10, and pg = 15. The variable vy, which is the integer 5,
occurs free at the 2-nd position. The variable vy, which is the integer 10, occurs free at
the 3rd and 5th positions. The variable vy, which is the integer 15, occurs free at the 6th
position.

Now let ¢ be the formula vg = v; — Vui(v; = wv2). Then the first oc-
curence of vy is free, but the other two occurrences are bound. As a sequence, v is
(2,3,5,10,4,10, 3,10,15). The variable v; occurs free at the 3rd position, and bound at
the 5th and 7th positions.

We also need the notion of a term occurring in another term, or in a formula. The following
two propositions are proved much like 3.11.

Proposition 3.12. If 0 = (0¢,...,0m—1) is a term and i < m, then there is a unique
term T which is a segment of o beginning at 1.

Proof. We prove this by induction on ¢. For ¢ a variable or individual constant,
we have m = 1 and so ¢ = 0, and o itself is the only possibility for 7. Now suppose
that the proposition is true for terms 7g,...7,_1, F is an n-ary function symbol, and o
is Fry...7,—1. If i« = 0, then o itself begins at ¢, and it is the only term beginning at @
by Proposition 2.2(iii). If ¢« > 0, then 7 is inside some term 73, and so by the inductive
assumption there is a term which is a segment of 7 beginning there; this term is a segment
of o too, and it is unique by Proposition 2.2(iii). O

Under the assumptions of Proposition 3.12, we say that 7 occurs in ¢ beginning at .

Proposition 3.13. If ¢ = (o, ..., pm—1) is a formula, i < m, and @; is a variable, an
individual constant, or a function symbol, then there is a unique segment of ¢ beginning
at © which 1s a term.

Proof. We prove this by induction on ¢. First suppose that ¢ is an atomic equality
formula o = 7 for some terms o,7. Thus ¢ is (3) "o 7. So ¢ > 0, and hence i is inside
o or 7. If i is inside o, then by Proposition 3.12, there is a term which is a segment of o
beginning at i; it is also a segment of ¢, and it is unique by Proposition 2.2(iii). Similarly
for 7.

We leave the other parts of the proof to an exercise. ]

Under the assumptions of Proposition 3.12, we say that the indicated segment occurs in ¢
beginning at i.

We now extend the notions of free and bound occurrences to terms. Let o be a term which
occurs as a segment in a formula . Say that ¢ = (@0, ..., m—1) and o = (¢;,...pE). We
say that this occurrence of o in ¢ is bound iff there is a variable vy which occurs bound in
¢ at some place t with ¢ < ¢ < k; the occurrence of o is free iff there is no such variable.
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We give some examples. The term vy + v; is bound in its only occurrence in the
formula Vvg(vg + v1 = v2). The same term is bound in its first occurrence and free in its
second occurrence in the formula Yoo (vg + v1 = v2) A vg + v1 = vp.

Suppose that o, 7, p are terms, and 7 occurs in o beginning at :. By the result of
replacing that occurrence of T by p we mean the following sequence . Say o, T, p have
domains (lengths) m, n, p respectively. Then £ is the sequence

<007 <oy 0i—1,P05 -+ -y Pp—1,0i4n,y - -+ Um—l)-
Put another way, if o is 67777 with 6 of length ¢, then & is 7 p ™.

Proposition 3.14. Suppose that o, T, p are terms, and the sequence & is obtained from p
by replacing one occurrence of o by 7. Then £ is a term.

Proof. We prove this by induction on p, thus by using Proposition 2.1. If p is a
variable or an individual constant, then ¢ must be p itself, and £ is 7, which is a term.
Now suppose that p is Fng...n,_1 for some m-ary function symbol F and some terms
N9, --->Mm—1, and the proposition holds for ng,...,n,_1. Say the occurrence of ¢ in p
begins at i. If © = 0, then o equals p, and hence £ equals 7, which is a term. If ¢ > 0,
then ¢ is inside some 7;, and hence the occurrence of o is actually an occurrence in 7; by
Proposition 2.2(iii). Replacing this occurrence of o in 7; by 7 we obtain a term by the
inductive hypothesis; call this term 7}. It follows that & is Fno...nj—17;, 141 - - Dm—1,
which is a term. ]

As an example, consider the term vg e (v; 4+ v3) in the language for (Q, +, -). Replacing the
occurrence of vy by voev; we obtain the term vy e ((voev1)+wv2). Writing this out in detail,
we start with the sequence (9,5,7,10,15) and end with the sequence (9,5,7,9,5,10,15).

Our first form of subsitution of equals for equals only involves terms:

Theorem 3.15. If 0,7, p are terms, and £ is a sequence obtained from p by replacing an
occurrence of o in p by T, then £ is a term andt- o0 =7 — p=E£.

Proof. ¢ is a term by Proposition 3.14. Now we proceed by induction on p. If p is
a variable or an individual constant, then ¢ must be the same as p, since p has length 1
and o occurs in p. Then { isT,and o =7 — p=¢is 0 =7 — o = 7, a tautology. So the
proposition is true in this case.

Now assume inductively that p is Fng...n,—1 with F an m-ary function symbol and
Mo, - - -, Mm—1 terms. There are two possibilities for the occurrence of o. First, possibly o is
the same as p. Then ¢ is 7, and again we have the tautology 0 =7 — o = 7, Second, the
occurrence of o is within some 7;. Then by the inductive hypothesis, - o = 7 — n;, = 7],
where 7] is obtained from 7; by replacing the indicated occurrence of ¢ by 7. Now an
instance of (L7) is

=1 —Fno. i1 NiNit1 M1 = Fno M1 0Nyt 1
Putting this together with - o = 7 — 7; = 7, and a tautology givest o =7 — p = ¢&. ]
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Proposition 3.16. Suppose that ¢ is a formula and o, T are terms. Suppose that o occurs
at the i-th place in ¢, and if i > 0 and p;—1 =V, then T is a variable. Let the sequence
be obtained from ¢ by replacing that occurrence of o by 7. Then ¥ is a formula.

Proof. Exercise. L

For the exact definition of v see the description before Proposition 3.14.

Lemma 3.17. Suppose that o and T are terms, ¢ is a formula, and 1) is obtained from ¢

by replacing one free occurrence of o in ¢ by T, such that the occurrence of T that results
is free in Y. Thent o =1 — (@ < V).

Proof. We proceed by induction on ¢. First suppose that ¢ is an atomic equality
formula p = £. If the occurrence of o that is replaced is in p, let p’ be the resulting term.
Then by Proposition 3.15,F 0 =7 — p = p’. Now (L5) giveskp=p' — (p=§ — p' = ).
Putting these two together with a tautology gives - 0 =7 — (p = & — p/ = &). By
symmetry,Fo =7 — () = - p=¢). HenceFo=7— (p=§ < p =¢).

If the occurrence of ¢ that is replaced is in &, a similar argument using (L6) works.

Second, suppose that ¢ is an atomic non-equality formula Rpq ... p;—1, with R an m-
ary relation symbol and pg, ..., p—1 terms. Say that the occurrence of o that is replaced
by 7 is in p;, the resulting term being p;. Then by Proposition 3.15, -0 =7 — p; = pl.
By (L8) we have

Fpi=p; = Rpo...pm—1 = Rpo...pi1pipis1---Pm—1),

so by a tautology we get from these two facts

Fo=7— Rpo.. pm-1— Rpo...pi-1Pipis1---Pm-1),

and by symmetry

Fo=7— (Rpo...0i—1PiPit1 - Pm—-1— Rpo...pm-1),

and then another tautology gives

Fo=7— (Rpo---pm_1< Rpo---pic1PiPit1 - Pm—1),

This finishes the atomic cases. Now suppose inductively that ¢ is =x. The occurrence of o
in ¢ that is replaced actually occurs in y; let ¥’ be the result of replacing that occurrence
of 0 by 7. Now the occurrence of o in x is free in x. In fact, suppose that Vou;0 is a
subformula of y which has as a segment the indicated occurrence of o, and v; occurs in
o. Then Vv;0 is also a subformula of ¢, contradicting the assumption that the occurrence
of o is free in . Similarly the occurrence of 7 in x’ which replaced the occurrence of o
is free. So by the inductive hypothesis, - o = 7 — (x < X’), and hence a tautology gives
Fo=7—(-x< X)), ile,Fo=17— (¢ < ).
We leave the case of an implication to an exercise.
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Finally, suppose that ¢ is Vv;p. Then the occurrence of o in ¢ that is replaced is
in p. Let p’ be obtained from p by replacing that occurrence of o by 7. The occurrence
of o in p must be free since it is free in ¢, as in the treatment of — above; similarly
for 7 and p’. Hence by the inductive hypothesis, - ¢ = 7 — (p < p’). Now since the
occurrence of o in ¢ is free, the variable v; does not occur in ¢. Similarly, it does not
occur in 7. Hence by Proposition 3.9 and tautologies we get - 0 = 7 — (Yv;p < Yu;p'),
le,Fo=7— (p ). O

The hypothesis that the term 7 is still free in the result of the replacement in this propo-
sition is necessary for the truth of the proposition. See an exercise. This hypothesis is
equivalent to saying that the occurrence of ¢ which is replaced is not inside a subformula
of ¢ of the form Vv;x with v; a variable occurring in 7.

Theorem 3.18. (Substitution of equals for equals) Suppose that ¢ is a formula, o is a
term, and o occurs freely in ¢ starting at indices i(0) < --- < i(m —1). Also suppose that
T 1s a term. Let 1 be obtained from ¢ by replacing each of these occurrences of o by T,
and each such occurrence of T is free in . Thent o =1 — (¢ < V).

Proof. We prove this by induction on m. If m = 0, then ¢ is the same as ¢, and
the conclusion is clear. Now assume the result for m, for any ¢. Now assume that o
occurs freely in ¢ starting at indices i(0) < - - - < i(m), and no such occurrence is inside a
subformula of ¢ of the form Vv;x with v; a variable occurring in 7. Let § be obtained from
¢ by replacing the last occurrence of o, the one beginning at i(m), by 7. By Proposition
317, F o =71 — (¢ < 6). Now we apply the inductive hypothesis to 6 and the occurrences
of o starting at ¢(0),...,i(m — 1); this gives - 0 = 7 — (0 < ). Hence a tautology gives
Fo =7 — (¢ < 1), finishing the inductive proof. O

Proposition 3.19. Suppose that p,, x are formulas, and the sequence 6 is obtained from
@ by replacing an occurrence of ¥ in ¢ by x. Then 0 is a formula.

Proof. Exercise. 0
For the exact meaning of 6 see the description before Proposition 3.14.

Another form of the substitution of equals by equals principle is as follows:

Theorem 3.20. Let ¢, x, p be formulas, and let 1 be obtained from ¢ by replacing an
occurrence of x in p by p. Suppose that = x < p. Then - ¢ < 1.

Proof. Induction on ¢. If ¢ is atomic, then 1) is the same as p, and the conclusion is
clear. Suppose inductively that ¢ is =¢’. If x is equal to ¢, then v is equal to p and the
conclusion is clear. Suppose that y occurs within ¢’, and let ¢’ be obtained from ¢’ by
replacing that occurrence by p. Assume that - x <> p. Then by the inductive hypothesis
Fo' 1 sok —p «— )’ as desired.

The case in which ¢ is ¢/ — ¢” is similar. Finally, suppose that ¢ is Vv;¢’, and x
occurs within ¢’. Let ¢’ be obtained from ¢’ by replacing that occurrence by p. Assume
that - x < p. Then b ¢’ < 1)/ by the inductive assumption. So by a tautology, b ¢" — 1/,
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and then by generalization F Vv;(¢" — ). Using (L2) we then get - Vv, — V9.
Similarly, - Vv;1" — Vu;’. Hence using a tautology, b Vv;" < Vo', O

Now we work to prove two important logical principles: changing bound variables, and
dropping a universal quantifier in favor of a term.

For any formula ¢, i € w, and term o by Subf.’y we mean the result of replacing
each free occurrence of v; in ¢ by 0. We now work towards showing that under suitable
conditions, the formula Vv;p — Subf’’ ¢ is provable. The supposition expressed in the first
sentence of the following lemma will be eliminated later on.

Lemma 3.21. Suppose that v; does not occur bound in p, and does not occur in the term
o

Assume that no free occurrence of v; in ¢ is within a subformula of ¢ of the form
Vojx with v; a variable occurring in o. Then = Vv, — Subf)’ .

Proof.
Fov; =0 — (p — Subflp) (by Proposition 3.18 and a tautology)
¢ — (=Subflip — =(v; = 0)) (using a tautology)
F Y[ — (=Subf)p — =(v; = 0))] (generalization)
F Yv;p — Yu;(—=Subf o — =(v; = 0)) (using (L2))
F Vv (=Subf) p — =(v; = 0)) — (Yu;=Subf) p — Yu;—(v; = 0)) ((L2))

F Yuip — (Yv;=Subf ¢ — Yu;—~(v; = 0))
=V, =(v; = o) — (Vv — Vo, =Subf )
F ﬁVUi_'(UZ' = O’)
F Vv — —Vu;—subfl )

) F =Subf)ip — Vu;—Subf ¢

) - Vv, — Subflie

4), (5), a tautology)

AN AN AN AN AN N N N N N
— = O 00 O Uik W N =
ot O\_/\_/\_/\_/\_/\_/\_/\_/\_/

O

Lemma 3.22. Ifi # j, ¢ is a formula, v; does not occur bound in ¢, and v; does not
occur in ¢ at all, then = Vv, — Vv; Subfvvj,go.

Proof.
= Vi — Subfyl ¢ (by Lemma 3.21)
= VY, — Vo Subff o (using (L2) and a tautology)

- Y — Yo;Yuie (by (L3))
= Vi — Vu;Subfy ¢
]

Lemma 3.23. Ifi # j, ¢ is a formula, v; does not occur bound in ¢, and v; does not
occur in ¢ at all, then = Yv;p < Vv; Subf”v;go.

Proof. By Proposition 3.22 we have F Vv, — ijSubf”v;go. Now v; does not occur
bound in Subfy’¢ and v; does not occur in Subfyiy at all. Hence by Proposition 3.22
again, b Vu;Subfy! ¢ — Vo, Subf7 Subf; . Now Subf,;?Subf; ¢ is actually just ¢ itself; so
= Vv;Subf ¢ — Vv;p. Hence the proposition follows. O
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For 7,7 € w and ¢ a formula, by Sube;go we mean the result of replacing all bound
occurrences of v; in ¢ by v;. By Proposition 3.16 this gives another formula.

Proposition 3.24. If v; occurs bound in a formula @, then there is a subformula Yv;vy of
@ such that v; does not occur bound in 1.

Proof. Induction on ¢. Note that the statement to be proved is an implication. If
© is atomic, then v; cannot occur bound in ¢; thus the hypothesis of the implication is
false, and so the implication itself is true. Now suppose inductively that ¢ is =y, and v;
occurs bound in ¢. Then it occurs bound in y, and so by the inductive hypothesis, x has
a subformula Vv;¢ such that v; does not occur bound in ¢. This is also a subformula of
. The implication case is similar. Finally, suppose that ¢ is Vugx, and v; occurs bound
in . If it occurs bound in y, then by the inductive hypothesis x has a subformula Vv;v
such that v; does not occur bound in v; this is also a subformula of ¢. If v; does not occur
bound in y, then we must have ¢ = k since v; occurs bound in ¢, and then ¢ itself is the
desired subformula. ]

Theorem 3.25. (Change of bound variables) If 1; does not occur in ¢, then - ¢
Subb;’ p.

Proof. We proceed by induction on the number m of bound occurrences of v; in . If
m = 0, then Sube;gp is just ¢ itself, and the conclusion is clear. Now assume that m > 0
and the conclusion is known for all formulas with fewer than m bound occurrences of v;.
By Proposition 3.24, let Vv;1 be a formula occurring in ¢ such that v; does not occur
bound in 9. Let k be such that v; does not occur in ¢, and hence also does not occur in
1, and with k # j. Note that k # ¢ since v does not occur in ¢ while v; does. Then by
Proposition 3.23 we have

(1) = Y9 « Yo Subfy: 4.

Let o' be obtained from ¢ by replacing an occurrence of Vv;9 by Vo Subf,! 1. By Theorem
3.20,

(2) Fo e

Now v, does not occur in ¢, and ¢ has fewer than m bound occurrences of v;. Hence by
the inductive hypothesis,

(3) g Subb,; ¢

Now k # i,j and vj, does not occur bound in Subf} 1. Moreover, v; does not occur in
Subfy 1) at all. Hence by Proposition 3.22,

= Vg Subfy; ¢ < Vo;Subfy* Subfy; 4.
Now clearly Subf,*Subf, ¢ = Subf;!; so
(4) = VugSubfy; ¢ < Vo;Subfyi 4.
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Now Subb,’ ¢ can be obtained from Subb,!¢" by replacing an occurrence of Vo Subf,; ¢
by Vv, Subfi;’,w. Hence by (4) and Theorem 3.20 we get

(5) - Subby ¢ <> Subby o'

(2), (3), and (5) now give the desired result, finishing the inductive proof. O

We can now strengthen Lemma 3.21 by eliminating one of its hypotheses; the remaining
inessential hypothesis will be eliminated next.

Lemma 3.26. Suppose that v; does not occur in the term o.
Assume that no free occurrence of v; in a formula ¢ is within a subformula of ¢ of
the form Yv;x with v; a variable occurring in o. Then F Yv;¢ — Subf’ p.

Proof. Choose j so that v; does not occur in ¢ or in o, with ¢ # j. Then by the
change of bound variables theorem 3.25, - ¢ < Subbzzgo. From this, using generalization
and (L2) we obtain

(1) = Vi < Vu;Subb, ¢.

Now v; does not occur bound in Subb, ¢, and no free occurrence of v; in Subb,’¢ is in a
subformula of Sube;gp of the form Vw1, with vy a variable occurring in ¢. This is true
since it is true of ¢, and v; does not occur in 0. Hence by Lemma 3.21 we get

(2) = Vv;Subby ¢ — Subfy’Subb ' ¢.

Now v; does not occur at all in Subff;’Subbz;gp, so by change of bound variable,

(3) I Subf,?Subby ¢ <> Subb,?Subf,*Subb ¢.

But clearly Subb,?Subfy'Subb,! ¢ = Subf;'¢. Hence from (1)-(3) and tautologies we get
the result of the lemma. O

Theorem 3.27. (Universal specification) Assume that no free occurrence of v; in a formula

@ is within a subformula of ¢ of the form Yv;x with v; a variable occurring in a term o.
Then F Yv;o — Subf) .

Proof. Choose j so that v; does not occur in ¢ or in o, with j # 7. Then by Lemma
3.26, | Vv — Subf;'¢. Hence using (L2) we easily get

(1) = Vv, Vi — Vo Subfy o
By (L3) we have
(2) = Yvip — Yu;Yu;e.
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Now no free occurrence of v; in Subf! ¢ is within a subformula of Subf’¢ of the form
Vg1 with vy, occurring in o; this is true because it holds for ¢. Also, v; does not occur in

o. Hence by Lemma 3.26 we have
(3) = Vv Subfy? ¢ — Subf? Subfy! ¢.

Clearly Subfy’ Subf; ¢ = Subfge, so from (1)-(3) the desired result follows.

O

This finishes the fundamental things that can be proved. We now give various corollaries.

Corollary 3.28. F Vv, — ¢. U
Proposition 3.29. If v; does not occur free in @, then = ¢ < Yv;p.
Proof. By Corollary 3.28 we have

(1) Yo — .

Now let v; be a variable not occurring in ¢. Then by a change of bound variable,

(2) Fp Sube;go.

Hence using (L2) we easily get

(3) = Vv;Subbyi o — V.

Now note that v; does not occur in Subb,’¢. Hence by (L3) we get

(4) = Subby ¢ — Vu;Subby .

Now from (1)—(4) the desired result easily follows. O

Proposition 3.30. - Vv,Vv,;p < Yv;Vu,p, for any formula ¢ and any 1,j € w.

Proof.

VYo Yvjo — ¢ by Corollary 3.28 twice
= Yu;Vo;Vojo — Yo by (L2)
F Yo Vvje — Yo Vo; Vo using Prop. 3.29
F Yo Vvje — Yo
= VYo;Vo;Vojo — Yo Yop by (L2)
F Vo Yvjo — YoV Vo,e using Prop. 3.29
F Vo Vvjo — YoV p
F Yo Vu; — YoV, similarly
F VoV < Yo;Vp L
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Recall that Jv;p is defined to be the formula —Vv;—¢p. The following simple propositions
expand on this.

Proposition 3.31. - =Vv;p < Jv;—p for any formula ¢ and any i € w.

Proof. Exercise. O

Proposition 3.32. - —3Jv;p < Yv;—p for any formula ¢ and any i € w.
Proof. Exercise. [

Some important results concerning 3 are as follows.

Theorem 3.33. If no free occurrence of v; in a formula ¢ is within a subformula of the
form Yugt) with vy occurring in a term o, then = Subf o — Ju;p.

Proof. Exercise. ]
Corollary 3.34. + ¢ — Jv;¢ for any formula . ]

Corollary 3.35. F Vv, — Jv;.

Proof. Exercise. O

Proposition 3.36. If v; does not occur free in @, then - ¢ «— Jv;p.

Proof. Exercise. O

Theorem 3.37. F Jv;Yv; — Vv;3v;0 for any formula .

Proof.

F o — Juip by Corollary 3.34

=Yoo — Yo;Juip generalization, (L2)

F =V v — Vo tautology

F Y [-Vv;3vi — Vo] generalization

F VY [~V v — V] — Vo, =V, 3up — Yo,V ¢] (L2)

F V=V 30 — Yo, =V,

F =V dvio — Vo=V, by Proposition 3.29

F Jv; Voo — Vo dve tautology
O

Now we prove several results involving two formulas ¢ and v, and some variable v; which
is not free in one of them.

Proposition 3.38. If v; does not occur free in the formula ¢, and v is any formula, then
F V(e = ¥) = (9 = Yuig).
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Proof. By Proposition 3.29,
(1) o — Vuip.
By (L2) we have + Yv;(¢ — ¥) — (Yv;p — Yv;90), and hence by a tautology
(2) = Yoip — [Voi(p — ¥) — Voiy]
By a tautology, from (1) and (2) we get
F o = [Voi(p — ¥) = Vui)],
and then another tautology gives the desired result. ]

Proposition 3.39. If v; does not occur free in the formula 1, then = Yv;(¢ — ¥) —

(Fuip — ).

Proof.
I—(gp—>¢)—>(ﬂw—>—|gp)

(

= Vil — ) — Voi(— — —p) (
Y (= — —p) — (—) — Yu;—p) EProp. 3.38)

(

NN N TN
INONGURN NI
S N N N

= (=Y — Yvi—p) — (Juip — 1))
= Yoi(@ — ) — (Fuip — 1))

Lemma 3.40. If ¢ and ¥ are formulas and v; does not occur free in 1, then - Vv,V

Vi (¢ V).
Proof.
FYvip Vi« (—1) — Yup) taut.
F (= — Yvip) < Y, (- — @) by Prop. 3.38
F( —p) = oV taut.
= Yo (= — ¢) < Yui(p V) gen., (L2)
Now the lemma follows. O

Proposition 3.41. F Yu;(p A ) < Vv AV, for any formulas o, 1.
Proof.

FYvi(p AY) — oA by Corollary 3.28
FYvi(p AY) — @ using a tautology
F Yo,V (p A ) — Yo using (L2)
FYui(e A ) — Yop using Proposition 3.29
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F Y (p A ) — Yo similarly

(1) F Y (e A1) — Yo, A Vo0 a tautology
FYvip — ¢ by Corollary 3.28

F Y — Y by Corollary 3.28

FYvio AV — o A by a tautology

F Y, (Vo AYuih) — Yo (o A ) using (L2)

F Yv; AVt — Yo (o A ). using Proposition 3.29

Now the desired result follows using (1) and a tautology. O

Proposition 3.42. If ¢ and ¢ are formulas and v; does not occur free in 1, then

Fuip A Jui(p A ).

Proof.

F=dv,o V)« Yo, VY by Prop. 3.32
FYvi—o V= - Yo, (mp V ) by Prop. 3.40
F (o V) < (e AY) taut.
F Y (—p V=) — Yo, =(p A1) gen., (L2)

Y= (e A) « =3 (p A).

From these facts we get = —3Jv;¢ V =) < —Jv;(¢ A ¢). The proposition follows by a

tautology.

Proposition 3.43. If - ¢ < 1, then - Yv;p < Yv;1).

Proof. Exercise.

Proposition 3.44. If - ¢ < 1, then = Jv;p «— Jv;1).

Proof. Exercise.

Proof.

L]
L]
L]
Proposition 3.45. F Jv;(p V ¢) <> v, V Jvb for any formulas ¢, 1.
F (e V) = —p A a tautology
FYvi=(e V) < Yo (—p A ) by Proposition 3.43
=Y (mp A 1)) < Yu— A Vo, by Proposition 3.41
F =Vu;= (e V) < =Y, —p V =V, a tautology
L]

this gives the desired result.

Now we work towards a major result concerning first-order logic, the prenex normal form

theorem.
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We define V¢v; = Jv; and 3%,; = Vu;. In terms of our official definition, this means
that (4,5(i + 1)) = (1,4,5(i +1),1) and (1,4,5(i + 1), 1) = (4,5(i + 1)).

Proposition 3.46.  Let (Qo,...,Qm—_1) be a sequence of quantifiers (V or 3),
(Vi(0)s - - +» Vi(m—1)) @ sequence of variables, and ¢ a formula. Then

F =Qovi(0) * * - Qm—1Vi(m—1)® < Qavi(0) - * * Qb _1Vi(m—1)p-

Proof. Induction on m. For m = 0 the assertion is just = —¢ < —¢, which is
a tautology. Now assume the result for m, and suppose given a sequence (Qo, ..., Qm)
of quantifiers, a sequence (vj(),...,V;m)) of variables, and a formula ¢. Then by the
inductive hypothesis,

(1) k- ﬁlei(l) e 'vai(m)@ A Qilvi(l) - ‘Qdmvi(m)_‘SO-
Now by Proposition 3.31 we have
(2) F =Y0;0)Q10i(1) * * Qm—1Vim—1)® < F030) " Q1Vi(1) * * * R Vi(m)¥-

By (1) and Proposition 3.44 we have

= F0i(0) " Q1vi1) * ** QmVim) @ < i) Q10i(1) * * + QL Vi(m) -
If Qo is V, then (2) gives the desired conclusion. A similar argument works if Qg is 3. O

Proposition 3.47. Suppose that:

(i) (Qo, .. .,Qm—1) is a sequence of quantifiers,

(ii) (vi(0), - - - Vi(m—1)) 15 @ sequence of variables,

(iii) ¢ and v are formulas,

(iv) for every j < m, vy does not occur free in 1.
Then

= Qovi0) - Qu—1Vitm—1) V ¥ < Qovi0) - - Qum—1Vi(m—1)(© V ¥).

Proof. Induction on m. For m = 0 the assertion is = ¢ V ¢ < ¢ V ¢, which is a
tautology. Now suppose that the statement is true for m, and (Qo, ..., Q) is a sequence
of quantifiers, (v(),...vi(m)) is a sequence of variables, ¢ and 1 are formulas, and for
every j < m, v;(;) does not occur free in 9. Then by the inductive hypothesis,

(1) F Q1vi1) - Qi) V ¥ = Q1) - - QmVigm) (@ V V).
Suppose that Qg is V. Then by (1) and Proposition 3.43,
(2) = Y0300y [Q105(1) * - @mVi(m) P V Y] < Y0i(0)Q1i(1) - QmVi(m) (P V V).
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By Proposition 3.40,

- vUz‘(o) [lei(l) e 'vai(m)@ V] vvz’(O)lei(l) e 'vaz’(m)SO V.

Together with (2) this gives

(3) - vvz’(O)lei(l) e 'vaz’(m)SO Vi VUz‘(o)leiu) e 'vaz’(m)(SO V).

Similarly we get

F 300y Q1vi(1) - @unVim) @ V ¥ = 0;0)Q1vi1) - - QmVigm) (@ V ¥).

This finishes the inductive proof. ]

Proposition 3.48. Suppose that:
(i) (Qo,...,Qm—1) is a sequence of quantifiers,
(ii) (Vi(0), - - - Vi(m—1)) 15 @ sequence of variables,
(iii) ¢ and v are formulas,
(iv) for every j < m, vy does not occur free in 1.
Then

F YV Qovi(o) * +* Qu—1Vim—1)® < Qovi(0) " * Rm—1Vim—1)(¥ V @).

Proof.

YV Qovio) - - Qum—1Vi(m—1)% < Qovi(0) - * Qm-1Vim—1)p V¥  (taut.)
F Qovio) " - Qm—1Vim-1)®@ V¥ < Qovi(0) - - Qun—1Vi(m—1)(¢ V ¢) (Prop. 3.47)
FoVy Ve (taut.)
= Qovi(o) - Qm—1Vim—1) (@ V V) = Qovi0)  * * Qm—1Vi(m—1) (¥ V ©)
((3),Props. 3.43, 3.44)

NN N TN
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Now the proposition follows by (1)—(3). O

A formula ¢ is quantifier-free iff the symbol V does not occur in it. (More precisely, if the
integer 4 is not among the entries of the sequence ¢.) A formula ¢ is in prenez normal
form iff there is a natural number m, a sequence (v;;) : j < m) of distinct variables, a
quantifier-free formula 1, and a sequence (Qq, ..., Q1) of ¥ and 3 such that ¢ is the
formula

Qovz’(o) .- -Qm—lvi(mfl)w-

Some examples of formulas in prenex normal form are

Vg + V1 = Vg,
Vg Vo [vg + vo = vg — v1 = v1],
Yo Vo (UO < Ul).

Theorem 3.49. For any formula ¢ there is a formula ¢ in prenex normal form with the
same free variables as ¢ such that F ¢ < 1.
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Proof. Induction on ¢. For ¢ atomic, ¢ is already itself in prenex normal form. Now
assume inductively that ¢ is —1). By the inductive hypothesis, say

(1) ) = Qovi(o) - - - Qum—1Vi(m—1)X>

with each Q) either V or 3, x quantifier free, and Qov;(o) - - - @m—1vi(m—1)x has the same
free variables as ¢. By Proposition 3.46 we have

- _'QOUZ'(O) o 'Qm—lvz’(mfl)x A ngi(o) e 'an_1vi(m71)ﬁx-
Using (1) and a tautology gives
Fp e ngi(o) e 'an—lvi(mfl)_‘Xa

as desired.
Now assume inductively that ¢ is » — x. By the inductive hypothesis, say

R QOUi(O) . ~Qm—1vi(m—1)1/1/ and
F X < R()Uj(o) e Rnflvj(n_l)xl,

with each @ and Ry either V or 3 and with 1’ and x’ quantifier free; 1 has the
same free variables as Qov;(q) - .- Qm—-1Vi(m—1)¥’, and x has the same free variables as
Rovjo) - - Rn—10j(n-1)X’- Now F ¢ < =9 V x, so

(2) F @ = =Qovi(0) - - - Qm—1Vitm-1)¥" V Rovj(0) - - - Rn_10j(n-1)X -
Now by Proposition 3.46 we obtain from (2)
(3) F o e Qv - - - QL _1Vigm—1y"V' V Rovj(o) - - - Rne1Vj(n_1)X-

Let k£ be greater than any [ such that v; occurs in the above formula. Let 1" be obtained
from 1)’ by replacing each variable v;(;y by vi4, and let x” be obtained from x’ by replacing
each variable v;;) by vg4m4i- Then by the change of bound variable theorem we get from

(3)
(4> = "2 ngk cee Q;dnflvk—l—m—lﬁw,/ Vv ROUk—l—m CIEI Rn—lvk—i—m—i—n—lxu-

Now by Proposition 3.47 we have

(5) + ngk <o Q;dnflvqumfl_‘QﬁH \ ROUk+m <o Rnflvk+m+nflxﬂ

A ngk s Q%,lUk+m_1(ﬁw/, \ R()Uk—i—m s Rn—lvk—i—m—i—n—lX”)

By Proposition 3.48 we get

" "
(P ROUk—l—m cee Rn—lvk—l—m—l—n—lx
" 1"
= ROUk+m s Rnflkarernfl(_‘Qﬁ VX )
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Then using Props. 3.43 and 3.44, from this we get

d d
+ Qovk s melvqumfl(_‘l/}N \ ROUk+m oo RnflvszrernleH)

— ngk s Q;dnflvk—l—m—lROUk—l—m .. Rn—lvk—l—m—l—n—l (ﬁw,/ Vv X”)'
Putting this together with (4) and (5) we have
Fp e ngk .. ~anflvk+m71R0Uk:+m oo Ry 10k man—1 (40" VX

This finishes the case when ¢ is ¢ — .
Finally, suppose inductively that ¢ is Vvg1). By the inductive hypothesis, say

1 = Qovi(o) - - - Qum—1Vi(m—1)X>

with each @ either V or dJ, x quantifier free, the variables wv;;) distinct, and
Qovi(0) - - - @m—1Vi(m—1)X has the same free variables as ¢. Then by Prop. 3.43 we have

F @ < VogQovi(o) - - - Qm—1Vi(m—1)X- O
EXERCISES
E3.1. Do the case Rog...0,,_1 for some m-ary relation symbol and terms og,...,0,,_1

in the proof of Theorem 3.1, (L3).

E3.2. Prove that (L6) is universally valid, in the proof of Theorem 3.1.
E3.3. Prove that (L8) is universally valid, in the proof of Theorem 3.1.
E3.3. Finish the proof of Proposition 3.11.

E3.5. Indicate which occurrences of the variables are bound and which ones free for the
following formulas.

31)0(1)0 < Ul) /\Vvl(vo = Ul).
v + vy = vy A Yus(vg = v1).
E|U2(U4 + vy = Uo).

E3.6. Finish the proof of Proposition 3.13.

E3.7. Indicate all free and bound occurrences of terms in the formula vg = vi + v1 —
va(vo + vy = Ul).

E3.8. Prove Proposition 3.16

E3.9. Show that the condition in Proposition 3.17 that the resulting occurrence of 7 is free
is necessary. Hint: use Theorem 3.2; describe a specific formula of the type in Proposition
3.17, but with 7 not free, such that the formula is not universally valid.

E3.10. Prove Proposition 3.19.
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E3.11.
E3.12.
E3.13.
E3.14.
E3.15.
E3.16.
E3.17.
E3.18.
E3.19.

E3.20.

E3.21.

E3.22.

Prove that the hypothesis of Theorem 3.27 is necessary.
Prove Proposition 3.31.
Prove Proposition 3.32.
Prove Proposition 3.33.
Prove Proposition 3.35.
Prove Proposition 3.36.
Prove Proposition 3.43.
Prove Proposition 3.44.

Find a formula in prenex normal form equivalent to the following formula:
Vug3vy (vg < v1) A Fu1Vog(vg < v1).
Find a formula in prenex normal form equivalent to the following formula:
Vuglvg < v1 = Jug(v1 < vg)].

Prove that
F YugVu1 (vo = v1) — Yug(vg = v1 V vg = v2).

Prove that

F Hvo(ﬂvo = V1 N Wy = Ug) — ElvoElvl(ﬂvo = Ul).
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