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(1) If $A$ is a set, then $=$ is a binary relation on $A$.

It is the subset $\left\{(a, a) \in A^{2} \mid a \in A\right\}$ of $A \times A$.
(2) If $A$ is a set of sets, then $\in$ is a binary relation on $A$.
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(3) If $A$ is a set of sets, then $\subseteq$ is a binary relation on $A$. It is the subset $\left\{(u, v) \in A^{2} \mid(\forall w)((w \in u) \rightarrow(w \in v))\right\}$.
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$$
H=\left\{x \in P \mid \varphi_{\mathrm{hot}}(x)\right\}
$$

is the subset of all hot pizzas. $H \subseteq P$, so $H$ is a 1-ary relation on $P$ that records the idea of "hotness" for pizzas.
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$$
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is a binary relation on $Z$ that records the pairs of siblings. Thus, binary relations can be used to record the information of concepts depending on two things.
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You can fool all the people some of the time and some of the people all the time, but you cannot fool all the people all the time.

We can formalize this statement using a predicate $F(p, t)$ expressing "Person $p$ can be fooled at time $t "$. Here $p$ is a variable allowed to range over a set $P$ of people and $t$ is a variable allowed to range over a set $T$ of times. Now the statement reads

$$
((\exists t)(\forall p) F(p, t)) \wedge((\exists p)(\forall t) F(p, t)) \wedge \neg((\forall p)(\forall t) F(p, t)) .
$$

The graph $G \subseteq P \times T$ of this predicate is the relation between $P$ and $T$ indicated in this table:

| $F(p, t)$ | $8 a m$ | $11 a m$ | $2 p m$ | $5 p m$ |
| :---: | :---: | :---: | :---: | :---: |
| John |  |  | $*$ |  |
| Paul | $*$ | $*$ | $*$ | $*$ |
| George | $*$ | $*$ | $*$ |  |
| Ringo |  |  | $*$ | $*$ |
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A binary relation $F \subseteq A \times B$ from $A$ to $B$ satisfies the function rule if for every $a \in A$ there is a unique $b \in B$ such that $(a, b) \in F$. (Notation: We often write $b=F(a)$ or $F(a)=b$ to signify that $(a, b) \in F$.)
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$$
a=(x, y)
$$
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Let $A$ and $B$ be sets and let $F: A \rightarrow B$ be a function from $A$ to $B$.
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