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(2) $H_{1}^{\perp}=e_{1}^{\perp} \cap f_{1}^{\perp}$ has codimension 2 .
(c) $H_{1} \cap H_{1}^{\perp}=\{0\}, V=H_{1}+H_{1}^{\perp}$,

## The proof

(1) Let $e_{1}$ be any nonzero vector.
(2) $e_{1}^{\perp}$ has codimension 1 , so choose $f_{1}$ such that $B\left(e_{1}, f_{1}\right) \neq 0$. May assume, after scaling $f_{1}$, that $B\left(e_{1}, f_{1}\right)=1$.
(3) $e_{1}^{\perp} \neq f_{1}^{\perp}$, since $f_{1} \in f_{1}^{\perp}-e_{1}^{\perp}$. (Similarly, $e_{1} \in e_{1}^{\perp}-f_{1}^{\perp}$.)
(1) Let $H_{1}=\operatorname{span}\left(e_{1}, f_{1}\right)$.
(3) $\left.B(x, y)\right|_{H_{1}}$ has matrix $S$ relative to $\left\{e_{1}, f_{1}\right\}$.
(2) $H_{1}^{\perp}=e_{1}^{\perp} \cap f_{1}^{\perp}$ has codimension 2 .
(0) $H_{1} \cap H_{1}^{\perp}=\{0\}, V=H_{1}+H_{1}^{\perp}, H_{1} \perp H_{1}^{\perp}$.

## The proof

(1) Let $e_{1}$ be any nonzero vector.
(2) $e_{1}^{\perp}$ has codimension 1 , so choose $f_{1}$ such that $B\left(e_{1}, f_{1}\right) \neq 0$. May assume, after scaling $f_{1}$, that $B\left(e_{1}, f_{1}\right)=1$.
(3) $e_{1}^{\perp} \neq f_{1}^{\perp}$, since $f_{1} \in f_{1}^{\perp}-e_{1}^{\perp}$. (Similarly, $e_{1} \in e_{1}^{\perp}-f_{1}^{\perp}$.)
(1) Let $H_{1}=\operatorname{span}\left(e_{1}, f_{1}\right)$.
(3) $\left.B(x, y)\right|_{H_{1}}$ has matrix $S$ relative to $\left\{e_{1}, f_{1}\right\}$.
(2) $H_{1}^{\perp}=e_{1}^{\perp} \cap f_{1}^{\perp}$ has codimension 2 .
(0) $H_{1} \cap H_{1}^{\perp}=\{0\}, V=H_{1}+H_{1}^{\perp}, H_{1} \perp H_{1}^{\perp}$.
(8) $\left.B(x, y)\right|_{H_{1}^{\perp}}$ is a symplectic form on $H_{1}^{\perp}$.

## The proof

(1) Let $e_{1}$ be any nonzero vector.
(2) $e_{1}^{\perp}$ has codimension 1 , so choose $f_{1}$ such that $B\left(e_{1}, f_{1}\right) \neq 0$. May assume, after scaling $f_{1}$, that $B\left(e_{1}, f_{1}\right)=1$.
(3) $e_{1}^{\perp} \neq f_{1}^{\perp}$, since $f_{1} \in f_{1}^{\perp}-e_{1}^{\perp}$. (Similarly, $e_{1} \in e_{1}^{\perp}-f_{1}^{\perp}$.)
(1) Let $H_{1}=\operatorname{span}\left(e_{1}, f_{1}\right)$.
(3) $\left.B(x, y)\right|_{H_{1}}$ has matrix $S$ relative to $\left\{e_{1}, f_{1}\right\}$.
(2) $H_{1}^{\perp}=e_{1}^{\perp} \cap f_{1}^{\perp}$ has codimension 2 .
(0) $H_{1} \cap H_{1}^{\perp}=\{0\}, V=H_{1}+H_{1}^{\perp}, H_{1} \perp H_{1}^{\perp}$.
(8) $\left.B(x, y)\right|_{H_{1}^{\perp}}$ is a symplectic form on $H_{1}^{\perp}$.

## The proof

(1) Let $e_{1}$ be any nonzero vector.
(2) $e_{1}^{\perp}$ has codimension 1 , so choose $f_{1}$ such that $B\left(e_{1}, f_{1}\right) \neq 0$. May assume, after scaling $f_{1}$, that $B\left(e_{1}, f_{1}\right)=1$.
(3) $e_{1}^{\perp} \neq f_{1}^{\perp}$, since $f_{1} \in f_{1}^{\perp}-e_{1}^{\perp}$. (Similarly, $e_{1} \in e_{1}^{\perp}-f_{1}^{\perp}$.)
(9) Let $H_{1}=\operatorname{span}\left(e_{1}, f_{1}\right)$.
(3) $\left.B(x, y)\right|_{H_{1}}$ has matrix $S$ relative to $\left\{e_{1}, f_{1}\right\}$.
(0) $H_{1}^{\perp}=e_{1}^{\perp} \cap f_{1}^{\perp}$ has codimension 2 .
(0) $H_{1} \cap H_{1}^{\perp}=\{0\}, V=H_{1}+H_{1}^{\perp}, H_{1} \perp H_{1}^{\perp}$.
(8) $\left.B(x, y)\right|_{H_{1}^{\perp}}$ is a symplectic form on $H_{1}^{\perp}$.
(2) Matrix of $B$ on $H_{1} \oplus H_{1}^{\perp}$ has form $\left[\begin{array}{l|l}S & 0 \\ \hline 0 & *\end{array}\right]$.

