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## 0. Introduction

An equational theory (or more simply just theory) is the set of all equations holding universally in some algebra. A set $B$ of equations is a base for the theory $T$ provided $B$ and $T$ have the same models. A th sory $T$ is base decidable if and only if the set of finite bases of $T$ is recursive. $T$ is saji! to be base undecidable whenever it is not base decidable and $T$ is essentially base undecidable just in the case that every theory based on any extension of $T$ by filsitely many equations (even allowing new operation symbols) is base undecidable. This paper is primarily concerned with exploring base decidability of equational theories. As consequences of the theorems proved here it turns out that almost every familiar finitely based equational theory is essentially base undecidable. As a very particular case we establish that the equational theory of Boolean algebras is essentially base undecidable, answering a question in [36]. The study of equational logic was essentially initiated by Birkhoff in [1] where a completeness theorem for equational logic is proved. Ref. [36] is a survey of equational logic prior to 1968 and is useful in placing our results in perspective.

It is a simple observation that every finitely based undecidable equational theory is base undecidable. The constructions of [18] and [31] of finitely presented semigroups whose word problems are each recur-

[^0]sively unsolvable provide the first examples of finitely based equational theories which are undecidable and hence base undecidable. Tarski [34] found a finitely based undecideble equational theory of relation algebras. Mal'cev [ ; 7] showed that there were finitely based undeciaable equational theories in just two unary operation symbols and also that various finitely based theories of loops and quasigroups were undecidable. A finitely based undecidable theory of semigroups is presented in [25]. I do not know if any finitely based theory of groups is undecidable. Our theorems below yield many decidable theories that are essentially base undecidable. Perkins [28,29] was the first to find a decidable equational theory which is base undecidable. He showed that the theory of the one element groupoid is essentially base undecidable. Perkins' terminology is different.

The principal results of 'his paper concerming base-decidability are:
0.1. If $T$ is a finitely basec theory such that there is a terin $\theta$ and a variable $x$ with $\theta \approx x \in T$ and : ome operation symbol of rank at least two or at least two distinct unary operation symbols occur in $\theta$, then $T$ is essentially base un Jecidable.
0.2. Fix a similarity type (equational language) provided with at least three unary operatic $n$ symbols or some operation symbol of rank at least two. Every finitely liased equational theory with a non-trivial model can be extended to a base undecidable theory in the same similarity type which also has a non-trivial model.
0.3. There is a base undecidable theory which is not essentially base undecidable, moreover this theory can be chosen in the language of groupoids: one binary operation symbol.

### 0.4. In the similarity type of two unary operation symbols there is exactly one finitely based equationally complete base decidable theory.

0.5 . The equational theory of semilattices is base undecidable modulo the commutative law but base decidable modulo the associative law. (A theory $T$ is base decidable modulo an equation if and only if the set of bases of $T$ which include the equation is recursive.)

All of the results concerning base undecidability are proved by a uniform method of translating one theory into another. Although this trans-
lation is syntactical in character the prrofs depend essentially on a modeltheoretic device which, rot:ghly spearing, descends from the construction of free algebras such as are typically used in the proof of the completeness theorem. This model-theoretic construction has proved useful and in fact originates in parts of (equational) logic having ostensibly little to do with decision problems. See the remarks at the end of Section 2. In this connection Theorems 2.9,2.33, and 2.34, though technical in their statements, are major results of this paper and among those most likely to find other applications. Theorem 2.5 generalizes a result of Isbell [10] concerning Mycielski's universal terms. V.L. Murskii found 0.1 independently of me and at about the same time. His result is announc:d in [26] and a proof is sketched which is somewhat different from the one given here. In fact, I have been unable to use Murskii's method's to obtain the case with just two unary coperation symbols.

Some of the results presented here were announded in [i9-22].
Section I deals with notation and includes some well-known theorems from the literature that are used in later sections. The principal purpose of section I is to develop a notational system for equational logic. The section includes no new results. Section 2 contains the development of the major techniques used to establish the results stated above. In particular, the syntactical translations of one theory into another which were already mentioned, are studied in detail and for this purpose Jan Mycieiski's notion of universal term is generalized. In section 3 the results of the previous section are used to establish theorems concerning base undecidable equational theories. Base decidable theories are the subject of Section 4 which also includes an example of a base undecidable theory which is not essentially base undecidable. Relevant open questions are gathered at the end of each of these sections. In Section 5 I take the opportunity to acknowledge the assistance many people have given to me connected with this paper.

## 1. Some fundamental notions from equational logic

This paper is written in the context of a set theory admitting proper classes as well as sets. Ordinals are conceived in such a way that each ordinal is the set of all smaller ordinals. Cardinals are initial ordinals. In particular, each natural number is a finite cardinal and 0 denotes at or.ce the empty set and the least cardinal while $\omega$ denotes at once the set of natural numbers and the least infinite cardinal. If $A$ is a set $|A|$ denotes the
cardinality of $A$. If $A$ and $R$ are any classes ${ }^{A} B$ is the class of all functions from $A$ into $B$. "System" and "sequence" are each synonymous with function. If $f$ is a function and $a$ is in the domain of $f$ then $\left.f_{a}, \mathcal{A}\right)$, and $f a$ each denote the value of $f$ at $a$. Whenever $A$ is a subset of the domain of $f, f^{*} A=\left\{f_{a}: a \in A\right\}$. When $A$ is the domain of the function $f$, then $f$ is sometimes written as $\left\langle f_{a}: a \in A\right\rangle$ or $\left\langle f_{a}\right\rangle_{a \in A}$. If the domain of the function $f$ is the natural number $n$, then $f$ can also be written as $\left\langle f_{0}, \ldots, f_{n-1}\right\rangle$. Notice that the notion of ordered pair used to define the concept of function differs from the notion of two-termed sequence. Direct products of systems of sets are defined so as to be sets of functions. Consequently, the direct product of $(A, B)$ is a set of two-termed sequences rather than a set of ordered pairs, for any sets $A$ and $B$. If $A$ is a system of sets $P A$ denotes the direct product of $A$; if $I$ is the domain of $A, P A$ is sometimes written $P_{i \in I} A_{i} . Q$ is an $n$ - ry operation on the set $A$ provided $Q \in{ }^{(\prime \prime)} A$. $Q$ is a finitary operation $\cup \boldsymbol{\sim} A$ if $Q$ is an $n$-ary operation on $A$ for some $n \in \omega$. Unary operations o. $A$, i.e., elements of ${ }^{(1 A)} A$, are generally identified with the naturally correlated functions in ${ }^{A} A$, while a 0 -ary is identified with the single element in its range. If $Q$ is an $n$-ary operation on a non-empty set then $n$ is said to be the rank of $Q . \rho$ is the rank function: the domain of $\rho$ is the class of operations on non-empty sets and if $Q$ is in the domain of $\rho t^{t}$ 'en $\rho Q$ is the rank of $Q$.

## Algebraic notions

An algebraw is a two termed sequence ( $A, F$ ) where $A$ is a nonempty set and $F$ is a system of finitary operations on $A ; A$ is the universe of $川$, the domain of $F$ is the index set of $\mathfrak{\Re}$, and $F$ is the system of fundamental operations of $\because$. If $\mathcal{M}$ is an algebra, $\mathrm{Op} \mathcal{N}$ denotes the system of fundamental operations of $\mathscr{U}$; if $Q$ is in the index set of 2 the $Q^{\mu_{1}}$ and $O p \#_{Q}$ both denote the corresponding operation of $\%$. Algebras will usually be denoted by German capitals; their universes by the corresponding italic capitals.

The similarity type of the algebra $\mathfrak{\ell l}$ is the system ( $\rho\left(\mathrm{Op} \mathfrak{1}_{i}\right.$ ): $i \in I$ ) where $I$ is the index set of $\mathcal{M}$. i.e. the similarity type of $Q$ is the sequence of ranks of the fundamental operations in $\&$. Two algebras are similar just in case they have the same similarity type. If $\mathbb{N}$ is a s. stem of similar algebras and the domain of $\geqslant$ is a set then $P \mathscr{1}$ denotes the usual direct product; if the range of $\otimes 1$ is $\{B\}$ and the domain of $\mathcal{H}$ is $I$ then $P \geqslant$ can be written as $\mathfrak{B I}$. When $\because 4$ is an algebra and $X \subseteq A_{\text {a }}$ then $S_{g}^{2 l} X$ denotes the subuniverse of $\geqslant 1$ generated by $X$ and, provided $S_{g}^{2 l} X \neq 0$. $\bigodot_{\mathscr{G}}{ }^{\prime \prime} X$ denotes
the subalgebra of : $: 1$ generated by $X . P I \geqslant$ is the subalgebra of ${ }^{\omega_{A}} \geqslant 1$ generated by the set of projection functions. The universe of Pl\% is the set of polynomials, in $\omega$ variables over $\%$.

For a more detailed development of these notions the reader is referred to [9, Chapter 0]. The notation adopted above differs only slightly from the notation in that book. A some what different notation is used in [7] which also includes an extensive bibliogr. phy of the general theory of algebras.

## Equational logic

Associated w th each similarity type is a first order language suitable for the expression of elementary properties of algebras with that similarity type. Of interest here is the asscciated equational language. This language is conc eived as that fragment of the first order language which admits as formu las only universal sentences in prenex normal form whose quantifier free , art is an equation between terms. Consequently, all connectives and qu intifiers may be surpressed in equational languages. The development of equational logic sketched below follows closely the development Tarski presented in a course at Berkeley in 1968-69.

Eqrational lainguages are provided with three kinds of symbols: variable symbols, operation symbols, and a symbol for equality. Two equational languages differ only in operation symbols. The set of variable symbols is countably infinite but the set of operation symbols depends upon the similarity type and may be of any cardinality.
$\approx$ is the equality symbol. For each $i \in \omega, v_{i}$ is the $i$ th variable and $\mathrm{Va}_{\mathrm{a}}=\left\{v_{i}: i \in \omega\right\}$ is the set of variables. If $\sigma$ is a similarity type then the domain of $\sigma$ is the set of operation symbols. Ail these symbols are taken to be distinct one termed sequences and $\approx$ and $v_{i}$, for each $i \in \omega$, are to be sets of finite rank (see Definition 1.14 below). The set of expressions of similarity type $\sigma$ is just the set of all finite sequences generated by $\{\approx\} \cup \mathrm{Va} \cup$ domain of $\sigma$ under concatenation. Juxtaposition of sequences (such as variables and operation symbols) represents concatenation.

Definition 1.0. Let $\sigma$ be a similarity type. $\mathrm{Te}_{\boldsymbol{\sigma}}$, the set of terms of type $\sigma$, is the smallest set, $X$, such that
(i) $\mathrm{Va} \subseteq X$.
(ii) For each $Q$ in the domain of $\sigma$ and for each $\theta \in{ }^{\sigma} Q_{X}$

$$
Q 0_{0} \ldots \theta_{\sigma Q-1} \in X .
$$

In particular, if $\sigma Q=0$, then $Q \in \mathrm{Te}_{\sigma}$. 0 -ary operation symbols are called constants. Terms result from the concatenation of finite sequences of variable symbols and operation symbols. Terms are uniquely readable in the sense no term can arise in this way from two different sequences of variable symbols and operation symbols. Subterms of a term are defined as usual.

Definition 1.1. Let $\sigma$ be a similarity type and $\theta \in \mathrm{Te}_{\mathrm{g}}$.
(i) $\mathrm{V} \theta=\left\{i: v_{i}\right.$ is a subterm of $\left.\theta\right\}$,
(ii) $\mathrm{C} \theta=\{Q: Q$ is a subterm of $\theta$ and $\sigma Q=0\}$,
(iii) $L \theta$ is the number of occurrences of variable symbols and operation symbols in $\theta$.

For any term $\theta, \mathrm{V} \theta$ is the variable support of $\theta, \mathrm{C} \theta$ is the constant support of $\theta$, and $L \theta$ is the ler:gth of $\theta$.

Definition 1.2. Let $\sigma$ be i similarity type. $\mathrm{Eq}_{\mathrm{o}}=\left\{\varphi \approx \psi: \varphi, \psi \in \mathrm{Te}_{\mathrm{o}}\right\}$.
$E q_{\sigma}$ is the set of equatic ns of type $\sigma$. If $\epsilon$ is the equation $\varphi \approx \psi$, then $\epsilon_{l}$ is $\varphi$ and $\epsilon_{r}$ is $\psi$.

Definition 1.3. Le $\sigma$ be a similarity type and $\Gamma \subseteq \mathrm{Eq}_{\boldsymbol{q}} \cdot t \Gamma=\left\{\epsilon_{l}: \epsilon \in \Gamma\right\} \cup$ $\left\{\epsilon_{r}: \epsilon \in \Gamma\right\}$.
$t \Gamma$ is the set of all $t \in r m s$ appearing as left or right sides of equations in $\Gamma$.
Definition 1.4. Let $\theta \in{ }^{\omega} \mathrm{Te}_{\sigma}$ where $\sigma$ is a similarity type. $\tau_{!}^{!} \theta$ is defined for all $\tau \in T \mathrm{e}_{\boldsymbol{o}}$ by recursion:
(i) $v_{i}[\theta]=\theta_{i}$ for $v_{i} \in \mathrm{Va}$
(ii) $Q \pi_{0} \ldots \pi_{\sigma Q-1}[\theta]=Q \pi_{0}[\theta] \ldots \pi_{\sigma Q-1}[\theta]$ for all $Q$ in the domain oí $\sigma$ and $\pi \in \sigma Q \mathrm{Te}_{\sigma}$.

Strict use of this notation will be violated often since only a finite part of the sequence $\theta$ is needed to determine $\tau[\theta \mid . \tau[\theta]$ is called a substitution instance of $\tau$.

Definition 1.5. Let $\varphi, \psi$ and $\tau$ be termis.

$$
\begin{aligned}
\mathrm{R}(\varphi \approx \psi, \tau)= & \{\delta \varphi \gamma: \delta \psi \gamma=\tau \text { for some expressions } \delta \text { and } \gamma\} \\
& \cup\{\delta \psi \gamma: \delta \varphi \gamma=\tau \text { for some expressions } \delta \text { and } \gamma\} .
\end{aligned}
$$

$\mathrm{R}(\varphi \approx \psi, \tau)$ is the set of terms that result from replacement in $\tau$ by means of $\varphi \approx \psi$.

Substitution and replacement can be used to describe rule: of inference fo - equational logic. These rules will be formulated with the symbol $\vdash_{0}$ and $\Sigma \vdash_{0} \in$ should read " $\epsilon$ is derivable from $\Sigma$ ". $\vdash_{\sigma}$ is a relation holding between sets of equations and single equations.

Definition 1.6. $\vdash_{a}$ is the least relation $R$ holding between subsets of $E q_{a}$ and members of $\mathrm{Eq}_{0}$ such that:
(i) $\Sigma R v_{0} \approx v_{0}$ and $\Sigma R \epsilon$ for all $\Sigma \subseteq E q_{0}$ and for all $\epsilon \in \Sigma$;
(i) if $\Sigma R \varphi \approx \psi$ and $\theta \in{ }^{\omega} \mathrm{Te}_{a}$, then $\Sigma R \varphi[\theta] \approx \psi[\theta]$;
(iii) if $\Sigma R \varphi \approx \psi, \Sigma R \theta \approx \tau$ and $\delta \in R(\varphi \approx \psi, \theta)$, then $\Sigma R \tau \approx \delta$.
$0 \vdash_{\sigma} \epsilon$ is usually written as $\vdash_{\sigma} \epsilon . \mathrm{Ta}_{\sigma}=\left\{\epsilon: \vdash_{\sigma} \epsilon\right\}$ is the set of equational tattologies of similarity type $\sigma . \Sigma \vdash_{0} \Delta$, where $\Delta \subseteq \mathrm{Eq}_{0}$, means $\Sigma \vdash_{0} \delta$ for all $\delta \in \Delta . \Sigma H_{0} \delta$ means that $\Sigma \vdash_{0} \delta$ does not hold.

Definition 1.7. Let $\sigma$ be a similarity type.
(i) $T$ is an equational theory (of similarity type $\sigma$ ) if and only if $T \subseteq \mathrm{Eq}_{\mathrm{o}}$ and for all $\epsilon \in \mathrm{Eq}_{\mathrm{o}}$ if $\boldsymbol{T} \vdash_{\sigma} \epsilon$ then $\epsilon \in T$.
(ii) $\Theta[\Gamma]_{\sigma}=\left\{\epsilon: \Gamma \vdash_{\sigma} \epsilon\right\}$.
(iii) $\Gamma$ is a base for $T$ if and only if $\Theta[\Gamma]_{\sigma}=T$ for some similarity type, $\sigma$ such that $\Gamma \subseteq \mathrm{Eq}_{\sigma}$.

Another sharacterization of the notion of derivability proves useful, especially in proofs that require some kind of induction of derivations. This characterization provides a liniar notion of derivation and limits the use of substitution.

Theorem 1.8. Let $\sigma$ be a similarity type and $\Sigma \cup\{\varphi \approx \psi\} \subseteq \mathrm{Eq}_{\sigma} . \Sigma \vdash_{\sigma} \varphi \approx \psi$ if and culy if for some $n \in \omega \sim\{0\}$ there is $\theta \in{ }^{n} \mathrm{Te}_{0}$ such that
(i) $\varphi=\theta_{0}$ and $\psi=\theta_{n-1}$;
(ii) for all $k<n-1$ there is an equation $\pi \approx \tau \in \Sigma$ and $\eta \in{ }^{\omega} \mathrm{Te}_{\boldsymbol{\sigma}}$ so that $\theta_{k+1} \in \mathrm{R}\left(\pi[\eta] \approx \tau[\eta], \theta_{k}\right)$.

The proof of this theorem follows by a straightforward induction argument. There are no unusual details in the proof so it is emitted. Notice, however, that if $\left\langle\theta_{0}, \ldots, \theta_{n-1}\right\rangle$ has the properties described above then $\Sigma \vdash_{0} \theta_{0} \approx \theta_{k}$ for each $k<n$. Such a sequence will be called a derivation.

Many concepts which apply to formal logical systems have natural formulations in equational logic. The following definition specifies some of these notions.

Definition 1.9. Let $T$ be an equational theory of similarity type $\sigma$.
(i) $T$ is consistent if and only if $T \neq \mathrm{Eq}_{\boldsymbol{a}}$.
(ii) $T$ is equationally complete if and only if $T$ is consistent and for all equational theories, $\Delta$, such that $T \subseteq \Delta \subseteq \mathrm{Eq}_{a}$, either $T=\Delta$ or $\Delta=\mathrm{Eq}_{a}$.
(iii) $T$ is finitely based if and only if $T$ has a finite base.
(iv) A set $\Gamma \subseteq \mathrm{Eq}_{\boldsymbol{\sigma}}$ is irredundunt if and only if $\gamma \notin \Theta\left|\Gamma \sim!\boldsymbol{\gamma}^{\}}\right|_{\sigma}$ for all $\boldsymbol{\gamma} \in \Gamma$.
(v) $\nabla T=\{|\Gamma|: \Gamma$ is an irredundant base for $T\}$.

Certain relationships which hold between equational theories of different similarity types are central to the results and techniques of this paper. Two of the more prominent of these relationships are definitional equivalence and interpretability. Their treatment is based on the following definition.

Definition 1.10. Let $\sigma$ a $\mathrm{d} \tau$ be similarity types where $I$ is the domain of $\sigma$. Let $\delta \in{ }^{\prime} \mathrm{Te}_{\tau}$ and $\epsilon \epsilon^{J} \mathrm{re}_{\sigma}$ where $J$ is the domain of $\tau$.
(i) $\delta$ is a system $\rho f$ defınitions for $\sigma$ in $\tau$ if and only if $\sigma Q=V \delta_{Q}$ for each $Q \in I$.
(ii) $\delta$ is a system of definitions for $\sigma$ in $\tau$ in the wider sense if and only if $V \delta_{Q} \subseteq \sigma Q \cup\{C\}$ for all $Q \in I$.
(iii) If $\delta$ is a syst $=\mathrm{m}$ of definitions for $\sigma$ in $\tau$ in the wider sense, then $\mathrm{in}_{b}$, the interpretation c perator on $\delta$, is defined of $\mathrm{Te}_{\boldsymbol{\sigma}}$ by recursion:
(a) $\mathrm{in}_{6} v_{i}=v_{i}$ for ill $i \in \omega$
(b) $\mathrm{in}_{\delta} Q \approx \theta_{0} \ldots \theta_{\sigma Q-1}=\delta_{2}\left[\mathrm{in}_{\delta} \theta_{0} \ldots \mathrm{in}_{\delta} \theta_{o Q-1}\right]$ for $\theta \in{ }^{\sigma \Omega} \mathrm{Te}{ }_{\sigma}$ and $\boldsymbol{Q} \in \boldsymbol{I}$.
(iv) Let

$$
\begin{gathered}
\operatorname{Co}_{\delta}^{\epsilon}=\left\{\delta_{Q} \approx \delta_{Q}\left[v_{1}, v_{1}, \ldots\right]: Q \in I \text { and } \sigma Q=0\right\} \\
U\left\{\operatorname{in}_{\delta} \epsilon_{P} \approx P v_{0} \ldots v_{o P-1}: P \in J\right\} .
\end{gathered}
$$

If $\varphi \approx \psi \in \mathrm{Eq}_{\sigma}$, then $\mathrm{in}_{\delta}(\varphi \approx \psi)$ denotes $\mathrm{in}_{\delta} \varphi \approx \mathrm{in}_{\delta} \psi$.
Roughly, interpretation operators are the major tools used in this paper and the next section is devoted to their development. The notion of a system of definitions in the wider sense eases the definition of definitional equivalence. In particular, the condition of (ii) that $V \delta_{i} \subseteq g i \cup\{0\}$ is used rather than $\mathrm{V} \delta_{i} \subseteq \sigma i$ in order that constants may be defined by terms with variables.

Definition 1.11. Let $\Sigma$ be an equational theory of similarity type $\sigma$ and $T$ be an equational theory of similarity type $\tau . \Sigma \equiv_{\delta, \varepsilon} T$ iff $\delta$ is a system
of definitions in the wider sense for $\sigma$ in $\tau$ and $\epsilon$ is a system of definitions in the wider sense for $\tau$ in $\sigma$ and $\Theta\left|i i_{b}^{*} \Sigma \cup \operatorname{Co}_{\delta}^{\epsilon}\right|_{T}=T$ and $\Theta \mid i n_{\epsilon}^{*} T \cup$ $\operatorname{Co}_{\boldsymbol{c}}^{i} J_{\sigma}=\Sigma . \Sigma$ and $T$ are definitionally equivalent just in case there are $\epsilon$ and $\delta$ such that $\Sigma \equiv_{\delta, \epsilon} T$.

Definitional equivalence has been studied often. In the literature it is also called equational equivalence, polynomial equivalence, and even rational equivalence. It is elaborated in $[6,16,36$ ].

Equational logic inherits the concepts of satisfaction and logical consequence from first order logic. Whenever it is an algebra of similarity type $\sigma$ and $\tau \in \mathrm{Te}_{\sigma}, \tau^{2 / 1}$ denotes the polynomial on 91 which is represented by $\tau$. Note that the domain of $\tau^{2 l}$ is $\omega_{A}$. However, $\tau^{2 /}$ depends on only finitely many coordinates in $\omega_{A}$ so it is convenient to let $\boldsymbol{\tau}^{21^{*}}$ denote the function whose domain is ${ }^{V_{\tau}} A$ and for which if $a \in{ }^{\omega} A$ then $\tau^{2 H}(a)=$ $\tau^{Y^{+}}(a \upharpoonright V \tau)$. Let $\geqslant$ be an algebra and $\varphi \approx \psi$ an equation in the similarity type of $\because$. $\mathcal{N} \vDash \varphi \approx \psi$ iff $\varphi^{\mu l}=\psi^{\mathcal{M}}$. In this case $\otimes$ is said to be a model of $\varphi \approx \psi$. This notation is also extended to sets of equations. For a set of cquations, $\Sigma \cup\{\epsilon\}, \Sigma \vDash_{0} \epsilon$ means that every model of $\Sigma$ of similarity type $\sigma$ is a model of $\epsilon ; \mathrm{Mo}_{0} \Sigma$ denotes the class of models of $\Sigma$ of similarity type $\sigma$. If $K$ is a class of algebras of similarity type $\sigma$ then $\mathbf{T h} K=\left\{\epsilon: \epsilon \in \mathrm{Eq}_{\sigma}\right.$ and $\sharp \vDash \epsilon$ for all $\Downarrow \in K\}$. Th $K$ is the equational theory of $K$. Th $\{\Downarrow\}$ is written $\mathrm{Th} \%$. Notions originally defined for equational theories are applied to algebras and classes of algebras, e.g. algebras are said to be equationally complete or finitely based just in case their equational theories are.

The following theorem is a very strong completeness theorem established by Birkhoff [1].

Theorem 1.12. Let $\Sigma \subseteq \mathrm{Eq}_{\boldsymbol{o}}$ for some similarity type o . There is an algebra $\mathfrak{U}$ of type $\sigma$ such that $\mathrm{Th} \dot{\mu}=\Theta[\Sigma]_{\sigma}$ and if $\Theta[\Sigma]_{\sigma}$ is consistent then $\mathfrak{\varkappa}^{2}$ is generated by a countably infinite set and if $\Theta[\Sigma]_{o}$ is inconsistent then $\mathscr{A}$ has one element.

Actually Birkhoff proved more. A full treatment of this result can be found in either [7] or [9]. We note the following corollary in passing.

Corollary 1.13. Let $K$ be a class of algebras of similarity type $\sigma$ and $\Sigma \subseteq \mathrm{Eq}_{\sigma}$.
(i) $\mathrm{Th}_{\mathrm{Mo}}^{\boldsymbol{g}} \mathrm{Th} K=\operatorname{Th} K$
(ii) $\mathrm{Mo}_{o} \mathrm{Th}_{\mathrm{Mo}}^{\boldsymbol{o}} \mathrm{\Sigma}=\mathrm{Mo}_{\boldsymbol{o}} \mathrm{\Sigma}$
(iii) $\left.\mathrm{Th}^{\left(\mathrm{Mo}_{g} \Sigma\right.} \boldsymbol{\Sigma}=\Theta \mid \Sigma\right]_{0}$
(iv) $\mathrm{Th} K$ is an equational theory.

Most of the notation just described used subscripts to specify the similarity type. In practice, most of these subscripts will be suppressed. especially if there is only one similarity type at hand.

## Recursive functions

The final portion of this section concerns the application of the notion of algorithm to equational logic. In fact, there is nothing particularly equational involved and the remarks apply equally well to a much wider class of systems. What is desired is to replace the intuitive idea of an algorithmic decision procedure by a precise mathematical definition. This is more usually done through the offices of some family of Gödel numberings, in our case one for each of an infinity of similarity types, which reduce the problem to finding an adequate notion of algorithm on $\omega_{\infty}$ For $\omega$ it is generally agreed the. the recursive functions correspond to the intuitive algorithms. What : suggested here is to forsake $\omega$ and to make the definition of recursive fur.ction with respect to the set of hereditarily finite sets instead. This yie, is the immediate advantage that one may speak of sets, sets of finite sets, sets of finite sequences, and so on as recursive or not recursive withrut recourse to any Gödel numbering. To this end each variable and the equality symbol was taken from the family of all hereditarily finite sets. In addition, there is a plentitude of operation symbols that are, in fact, her ditarily f ?ite sets. Moreover, it is only necessary to define what a unary recursive function is because the set of hereditarily finite sets is clesed with respect t: finite direct products. Instead of proc eeding entirely within the set of hereditarily finite sets with this definit:on, an explicit Gödel numbering of the hereditarily finite sets is given.

Definition 1.14. Let $H$ be the smallest se! $X$ such that
(i) $0 \in X$;
(ii) If $A, B \in X$, then $\{A\} \in X$ and $A \cup B \in X$.

The sets in $H$ are calied the hereditarily finite sets or sets of finite rank. Evidently $H$ includes $\omega$. It is not difficult to show that $\in$ is a transitive elation of $H$, that if $K \cup L \subseteq H$ then $K \times L \subseteq H$, that all inite subsets of $H$ are themseives members of $H$, or that all finite sequences of members of $H$ are again members of $H$.

The next definition provides the Gödel numbering of $H$.

## Definition 1.15. Let $F \in{ }^{\omega} H$ such that

(i) $F 0=0$
(ii) $F\left(2^{n}+j\right)=\{F n\} \cup f j$ for $n, j \in \omega$ and $j<2^{n}$.

Verification of the next theorem is straightforward.
Theorem 1.16. Fis one-to-one and onto $H$.
Definition 1.17. $f \in \mathcal{H}^{H} H$ is recursive if and only if $F^{-1} f F$ is a recursive function on $\omega$, the set of natural numbers.

For an exposition of recursive functions on the natural numbers see Rogers [33]. All that is needed here is the theory of recursive functions of one variable on the natural numbers. In this connection, Julia Robinson has given a particularly nice formulation in [32]. Since $F$ defined above is so simple, it is not difficult to see that Definition 1.17 supplies a formalization of the notion of algorithm exactly as adequate as that of recursive function on the natural numbers. A subset of $H$ is recursive just in case its characteristic function is recursive. In this paper no functions or sets are shown to be recursive in all details. Such demonstrations would be extremely complex, though not essentially difficult. Instead, a more informal approach is taken: an algorithm is described for computing the desired function. From such a description, the process of actually constructing the recursive function will present no difficulties other than those attendant on the complexity of the algorithm.

Definition 1.18. Let $\sigma$ be a similarity type. $\sigma$ is recursive if and only if $\sigma \subset H$ and $\sigma$ has a recursive domain and $\sigma$ is a recursive set.

Now we make one more stipulation: Va is a recursive set. Suppose $\sigma$ is recursive. Apparently $\mathrm{Te}_{\boldsymbol{a}}, \mathrm{Eq}_{\boldsymbol{q}}$, and $\left\{\Gamma:|\Gamma|<\omega\right.$ and $\left.\Gamma \subseteq \mathrm{Eq}_{\boldsymbol{\sigma}}\right\}$ are all recursive subsets of $H$. If $\Sigma \subseteq \mathrm{Eq}_{\boldsymbol{o}}$ and $\Sigma$ is recursively enumerable then $\Theta[\Sigma]_{o}$ is also recursively enumerable.

For another formalization of the notion of recursive functions over the family of sets of finite rank see Platek [30].

## 2. How to build jointly universal sets of terms and use them to reduce one similarity type to another.

Given two different similarity types 0 and $\tau$ it is natiral to ask whether everything expressible in $\sigma$ is also expressible in $\tau$ in stich a way that the
notion of logical consequence is preserved. More precisely whether there is a function $F \in \mathrm{Eq}_{\sigma} \mathrm{Eq}_{\tau}$ that is one-to-one and such that if $\Sigma \cup\{\epsilon\} \subseteq \mathrm{Eq}_{\boldsymbol{\sigma}}$ then $\Sigma \vdash_{\sigma} \epsilon$ iff $F^{*} \Sigma \vdash_{T} F \epsilon$. One of the goals of this section is to show that many such functions exist between almost any two similarity types. (The only' restrictions necessary are those regarding cardinalities and the fact that operations of rank less than two camnot be used exclusively to construct a polynomial depending on more variables.) In fact all such functions constructed here turn out to be natural extensions of the interpretation operators defined in the previous section and sume have even stronger and more convenient syntactical properties. The first part of this section provides an analysis of when interpretation operators can be used in this way. According to Definition 1.10, the interpretation operator in ${ }_{i}$ is completely determined $b ; \delta$. The analysis below provides two sufficient conditions on the range o? $\delta$... that it is jointly universal or that it satisfy the subterm condition - under which $\mathrm{in}_{6}$ reduces $\sigma$ to $\tau$ as described above The property of being jo. ntly universal has a model theoretic character while the stronger subtern condition is purely syntactical. After a brief discussion on how to relativize these notions - particularly in connection with the commutitive and associative laws - some of their fundamental properties are develòped. Section 2 concludes with constructions of infinite sets of terms having one of these two properties and such that each element of the set $1:$ tains some nice logic al properties of a fixed predeterinined term. For ex $\quad$ mple. suppose $\theta$ is a term composed from the variable $x$ and a binary operation symbol. Then there is an infinite set. $\Delta$, of terms in the binary operation sy mbol and the variable $x$ so that $\Delta$ satisfies the above-mentioned syntactic condition and $\{\theta \approx x\} \vdash-\{\rho \approx x: \rho \in \Delta\}$.

It turns out that the existence of such sets of terms and the possibility of constructing them from a single nearly arbitrary term have applications beyond the scope of tias p iper. For this reason, this section is more substantial than is necessary to prove the theorems mentioned in the introduction. Further application of these results are given in [23,24].

Definition 2.0. Let $\sigma$ and - be similarity types and let $\delta$ be a system of definitions for $\sigma$ in $\tau$. in ${ }_{\delta}$ is a reduction of $\sigma$ to $\tau$ if and oni; if for all $\Sigma \cup\{\epsilon\} \subseteq E q_{\sigma}, \Sigma \vdash_{\sigma} \epsilon$ just in case in ${ }_{\delta}^{*} \Sigma \vdash_{\tau} \mathrm{in}_{\delta} \epsilon$.

Remark 2.1. It is true that for any interpretation operator, $\mathrm{in}_{6}$, and any $\Sigma \cup\{\epsilon\} \subseteq \mathrm{Eq}_{\sigma}$ if $\Sigma \vdash_{\sigma} \epsilon$ then $\mathrm{in}_{\delta}^{*} \Sigma \vdash_{\tau} \mathrm{in}_{\delta} \epsilon$, as can be easily established either prooi theoretically or by means of models. Consequently. to show
that $\mathrm{in}_{\delta}$ is a reduction it is only necessary to show that if $\mathrm{in}_{\delta}^{*} \Sigma \vdash_{\tau} \mathrm{in}_{\delta} \epsilon$
 see that $\delta$ is one-to-one. Recall that whenever $\delta$ is a system of definitions for $\sigma$ in $\tau$ and $i$ is in the domain of $\sigma$ then $\boldsymbol{J I}^{\prime}=V \delta i$, i.e. $\delta$ preserves rank.

The condition "if in ${ }_{b}^{*} \Sigma \vdash_{\tau} \mathrm{in}_{b} \epsilon$ then $\Sigma \vdash_{\sigma} \epsilon$ for any $\Sigma\left({ }^{\prime}\{\epsilon\} \subseteq \mathrm{Eq}_{\sigma}\right.$ " insists that $\mathrm{in}_{\delta}^{*} \boldsymbol{\Sigma}$ have chough models to inv.lidate $\mathrm{in}_{b} \epsilon$ wnenever $\boldsymbol{\Sigma} \forall_{o} \epsilon$. One way to accomplish this is to provide a nice way to convert every algebra, $\psi_{l}$, with $\omega$ generators into an algebra © :o that $\| \vDash \epsilon$ iff $\mathscr{H} F \mathrm{in}_{\mathrm{b}} \epsilon$ for e ach $\epsilon \in \mathrm{Eq}_{\boldsymbol{g}}$. This is the point of th? next definition. Say that an assignment of finitary functions over some set to a set $\Delta$ of terms agrees according to rank provided that whenever $\theta \in \Delta$ has exactly $n$ distinct variables then the function assigned to 0 is $n$-ary.

Definition 2.2. Let $\kappa$ be a cardinal. $\Delta$ is jointly $\kappa$ universal if and only if $\Delta$ is a set of terms and for any assigument $f$ of finitary functions over $\kappa$ to $\Delta$ which agrees according to rank there is an algebra $\geqslant 1$ such that $\theta^{\mathscr{Q}}=f \theta$ for every $\theta \in \Delta$.

The prototypical example of a jointly universal set of terms is $\left\{Q v_{0} \ldots v_{\sigma Q-1}: Q\right.$ is in the domain of $\left.\sigma\right\}$ for any similarity type $\sigma$. This fifs well with the intuition that the terms assigned to the "operation symbols" by a reduction should behave like operation symbols at least with respect to algebras with $\omega$ generators. For this reason " $\Delta$ is a set of generalized operation symbols" would be a better phrase than " $\Delta$ is jointiy $|\sigma|+\omega$ universal". The second phrase is adopted here for several reasons: (A) It reveals the dependence on the cardinal $\kappa$; ( $B$ ) It is not yet known whether range $\delta$ is jointly $|\sigma|+\omega$ universal whenever in ${ }_{\delta}$ is a reduction of $o$ to $\tau$; (C) The second phrase extends already established terminology. In fact Jan My cielski calls a term, $0, \kappa$ universal if $\{\theta\}$ is jointly $\kappa$ universal. He raised questions about the existence of terms universal in some cardinals but not in others and especially the question whether $\left\{\theta: \theta \in \mathrm{Te}_{\boldsymbol{a}}\right.$ and $\theta$ is $\kappa$ universal for each $\kappa \in S\}$ is recursive for varicus recursive similarity types $\sigma$ and various classes $S$ of cardinals. The problem remains open. even when o gives just two operation symbols both of which are unary and $S$ is just $\{\bullet\}$. This particular instance of the problem, together with some related material, is dealt with in [10]. Some results below generalize theorems of Isbell.

Theorem 2.3. (The reduction theorem.) Let $\sigma$ and $\tau$ be similarity types
and let $\delta$ be a system of definitions for $\sigma$ in $\tau$ such that $\delta$ is one-10-one and the range of $\delta$ is jointly $|\sigma|+\omega$ universal. in $\boldsymbol{n}_{\delta}$; a reduction of $\sigma$ to $\tau$.

Proof. By Remark 2.1 it is only necessary to establish in $_{\delta}^{*} \Sigma \vdash_{T} \mathrm{in}_{6} \mathrm{r}$ implies $\Sigma \vdash_{g} \boldsymbol{\epsilon}$ for every $\Sigma \cup\{\epsilon\} \subseteq \mathrm{Eq}_{\boldsymbol{a}}$. Fix $\Sigma \cup\{\epsilon\} \subseteq \mathrm{Eq}_{\boldsymbol{\sigma}}$ such that $\boldsymbol{\Sigma} H_{\sigma} \boldsymbol{\epsilon}$. By Theorem $1.12 \Sigma$ has a model $\mathscr{A}$ of cardinality $|0|+\omega$ and $\mathfrak{A} \nexists \in$. Assign to elements of the range of $\delta$ operations of $\ell$ in the natural way: for $Q$ in the domain of $\sigma$ assign to $\delta_{Q}$ the operation $Q^{2}$. Since $\delta$ is one-to-one every element of the range of $\delta$ is assigned exactly one operation of Since $\delta$ is a system of definitions, this assignment agrees according to rank. Since the range of $\delta$ is jointly $|\sigma|+\omega$ universal there is an algebra $\mathfrak{B}$ so that for $Q$ in domain $\sigma, Q^{\mathscr{A}}=\delta \mathfrak{Z}$. A simple induction on terms establishes $\varphi^{\mathscr{Q}}=\left(\operatorname{in}_{\delta} \varphi\right)^{\mathcal{E}}$ for cach term $\varphi$ of type $\sigma$. The theorem follows immediately.

We have no algorithm I.r checking whether a given set is jointly universal, not even an immedi. te way to build jointly universal sets. This is a reason why Mycielski's question concerning the recursiveness of $\left\{\theta: \theta \in \mathrm{Te}_{\sigma}\right.$ and $\theta$ is $k$-universal $\}$ is interesting. The remainder of this section is devoted to providing partial remedies for thi` situation.

Various jointly uainversal sets of terms have appeared in the literature. Some historical remirks are included at the end of this sectiois. However, here it should be noted that Ralph McKenzie was, to my knowledge, first to formulate a n.ce syniactic condition on seís of terms sufficient to insure that they be jointly universal. In fact, he established a version of the reduction theorem and a weaker version of Theorem 2.5.

Definition 2.4. [McKenzie] $\Delta$ satisfies the subterm condition if and only if $\Delta$ is a set of terms, none of which are variables, such that if $\delta, \theta \in \Delta$ and $\gamma$ is a non-variable subterm of $\delta$ such that $\theta$ has a substitution instance identical with a substitution instance of $\boldsymbol{\gamma}$ then $\boldsymbol{\theta}=\boldsymbol{\delta}=\boldsymbol{\gamma}$.

What the subterm condition guarantees is that in evaluating a term $\theta$ from a set $\Delta$ satisfying the subterm condition, all the proper subterms of $\theta$ can ive evaluated just as they are in the absolutely free algebra without affecting the value of $\theta$ or any other member of $\Delta$. This fact is reflected in the proof of the following theorem.

Theorem 2.5. Let $\sigma$ be a similarity type. If $\Delta$ is a set of terms of type $\sigma$ which satisfies the subterm condition, $\varphi, \psi, \pi \in T e_{\sigma}$ such that $\varphi \neq \psi$ and
$\mathrm{L}_{\varphi}, \mathrm{E} \psi<\mathrm{L} \delta$ for every $\delta \in \Delta$ and $F$ is an assignment of finitary functions over $|a|+\omega$ io $\Delta$ that agrees according to rank then there is an algebra, M. such that $A=|0|+\omega$ anid
(i) $\delta^{\mathscr{Q}}=F \delta$ for each $\delta \in \Delta$;
(ii) $\psi \nRightarrow \varphi \approx \psi$;
(iii) If $F \delta(a)=0$ for each $\delta \in \Delta$ and $a \in{ }^{V_{6}} A$ such that $0 \in$ range of $a$ then $\mathcal{H} \vDash \varphi \approx \pi$ only if $V_{\varphi} \supseteq V_{\pi}$.

Proof. There are two cases. First suppose (iii) holds vacuously. It is enough to discover an algebra ${ }^{2}$ with universe $\mathrm{Te}_{J}$ that satisfies ( i ) and (ii) where $F$ is construed as an assignment over $\mathrm{Te}_{\sigma}$ to $\Delta$ that agrees according to rank. To this end let $Q$ be in the domain of $\sigma$ and $\theta \in{ }^{\Omega} \mathbf{T e}_{\sigma}$ and define $Q^{2}(\theta)$ as follows:
$Q^{2}\left(\theta_{0}, \ldots, \theta_{\sigma Q-1}\right)= \begin{cases}F \delta(\eta) & \text { if } Q \theta_{0} \ldots \theta_{\sigma Q-1}=\delta[\eta] \\ & \text { for some } \delta \in A \text { and some } \eta \in{ }^{\mathrm{V} \delta} \mathrm{Te}_{\sigma} ; \\ Q \theta_{0} \ldots \theta_{\alpha Q-1} & \text { otherwise. }\end{cases}$
In order to see that $Q^{M_{i}}$ is well defined suppose that $Q \theta_{0} \ldots \theta_{\sigma Q-1}=$ $\delta[\eta]=\delta^{\prime}\left[\eta^{\prime}\right]$ for $\delta, \delta^{\prime} \in \Delta$ and $\eta \in{ }^{\mathrm{V} 6} \mathrm{Te}_{\sigma}$ and $\eta^{\prime} \in{ }^{\mathrm{V} \delta^{\prime}} \mathrm{Te}_{\boldsymbol{\sigma}}$. Since $\Delta$ satisfies the subterm condition it follows that $\delta=\delta^{\prime}$ and furthermore $\eta=\eta^{\prime}$. Hence $Q^{\mathscr{Y}}$ is well defined.

Claim I. If $\delta \in \Delta$ and $\eta$ is a proper subterm of $\delta$ then $\eta^{\mathscr{R}}(\theta)=\eta[\theta]$ for each $\theta \in{ }^{\omega} \mathrm{Te}_{\boldsymbol{a}}$.

Proof. Proceed by induction on $\eta$. Suppose $\eta$ is $v_{j}$ for some $j \in \omega$. Clearl $;$ $v_{j}^{Q}(\theta)=\theta_{j}=v_{j}[\theta]$. If $\eta$ is $Q \gamma_{0} \ldots \gamma_{a Q-1}$ for some $\boldsymbol{\gamma}=\sigma Q \mathrm{Te}_{\sigma}$ then

$$
\eta^{2}(C)=Q^{\mathscr{Q}}\left(\gamma_{0}^{\mathscr{U}}(0), \ldots, \gamma_{0 Q-1}^{Q}(\theta)\right)=Q^{\mathscr{Q}}\left(\gamma_{0}[\theta], \ldots, \gamma_{\sigma Q-1}\right.
$$

by induction hypothesis. It follows now by the subterm condition on $\Delta$ tha!

$$
\eta^{2}(\theta)=Q^{\mathscr{2}}\left(\gamma_{0}[\theta], \ldots, \gamma_{\sigma Q-1}[\theta]\right)=Q \gamma_{0}[\theta] \ldots \gamma_{\sigma Q-1}[\theta] .
$$

Therefore

$$
\eta^{\mathscr{Z}}(\theta)=\left(Q \gamma_{0} \ldots \gamma_{o Q-1}\right)[\theta]=\eta[\theta]
$$

and the claim is finished.
Claim 2. $\delta^{2+}=F \delta$ for each $\delta \in \Delta$.

Proof. Suppose

$$
\delta=Q \eta_{0} \ldots \eta_{\sigma Q-1} \quad \text { and } \quad \theta \in{ }^{\omega} \mathrm{Te}_{\sigma}
$$

Then

$$
\delta^{2}(\theta)=Q^{\mathscr{M}}\left(\eta_{0}(\theta), \ldots, \eta_{\sigma Q-1}^{2}(\theta)\right)=Q^{2 Y}\left(\eta_{0}[\theta], \ldots, \eta_{0 Q-1}[\theta]\right)
$$

by Claim 1. So $\delta^{2 l}(\theta)=F \delta(\theta \upharpoonright \mathrm{~V} \delta)$, by the definition of $Q^{\mathscr{2}}$. Hence $\delta^{2(*}=F \delta$ establishing the claim and property ( i ) of the theorem.

Claim 3. $\mathfrak{\mu} \neq \varphi \approx \psi$.
Proof. Let $\theta=\left\langle v_{j}: j \in \omega\right\rangle$. Proceed by induction on $\varphi$ to show that $\varphi^{2}(\theta)=\varphi$. If $\varphi$ is $v_{k}$ for some $k \in \omega$ then $\varphi^{2}(\theta)=v_{k}$ is clear. If $\varphi$ is $Q \eta_{0} \ldots \eta_{\sigma Q-1}$ for some $\eta \in^{\sigma Q} \mathrm{Te}_{\sigma}$ then $\varphi^{2}(\theta)=Q^{Q}\left(\eta_{0}(\theta), \ldots, \eta_{a Q-1}(\theta)\right)$. Now $L \eta_{k}<\mathrm{L} \varphi<\delta$ for ea, $h \delta \in \Delta$ and so by inductive hypothesis $\eta_{k}(\theta)=\eta_{k}$, for each $k<\boldsymbol{Q}$.
$\ddot{\mu}$ It follows that $\varphi^{2 \mu}(\theta)=?^{2 M}\left(\eta_{0}, \ldots, \eta_{\sigma Q-1}\right)$. Consequently, $\varphi^{\mathscr{\prime} Y}(\theta)=\varphi$ by the definition of $Q^{\mathscr{Q}}$ and th. induction is complete. The same induction argument shows $\psi^{2}(\theta)=\psi$. Since $\varphi \neq \psi$ it follows that $\mathcal{\psi} \neq \varphi \approx \psi$ and the claim and property (ii) of the theorem are established.

Now suppose property (iii) of the theorem does not hold vacuously, i.e. $F \delta(\mu)=0$ for each $\delta \in \Delta$ and $a \in{ }^{\mathbf{V} \delta}|\sigma|+\omega$ such that 0 is in the range of $a$. It is enough to jiscover an algebra, $\mathscr{H}$., with universe $\mathrm{Te}_{\boldsymbol{g}} \cup\{0\}$ that satisfies (i), (ii), anci iii) where $F$ is construed as an assignment over $\mathrm{Te}_{\boldsymbol{o}} \cup\{0\}$ to $\Delta$ that agrees according to rank and such that (iii) is not vacuous. Again let $Q$ be in the domain of $\sigma$ and $\theta \in{ }^{\boldsymbol{a} Q}\left(\mathrm{Te}_{\boldsymbol{\sigma}} \cup\{0\}\right)$ and define $Q^{2 l}(\theta)$ as follows:

$$
Q^{21}(\theta)=0 \quad \text { if } \quad \theta_{j}=0 \quad \text { for some } i \in \sigma Q
$$

otherwise define $Q^{\mathfrak{M}}$ just as in the first case.
It is routine to establish Claims 1,2 , and 3 for this new definition of $Q^{2 L}-$ noting in Claim 2 that $F \delta(\theta)=0$ when $\theta \in{ }^{\mathrm{V} \delta}\left(\mathrm{Te}_{\sigma} \cup\{0\}\right)$ such that 0 is in the range of $\theta$.

Claim 4. 目 $\vDash \varphi \approx \pi$ only if $V_{\varphi} \supseteq V \pi$.
Proof. Suppose $\mathfrak{A} \vDash \varphi \approx \pi$. Let $\theta \in{ }^{\omega}\left(\mathrm{Te}_{\boldsymbol{o}} \cup\{0\}\right)$ such that

$$
\vartheta_{j}= \begin{cases}v_{j} & \text { if } j \in \mathrm{~V}_{\varphi}, \\ 0 & \text { otherwise } .\end{cases}
$$

Then $\varphi^{2 r}(\theta)=\varphi$, just as in Claim 3. Consequently $\pi^{22}(\theta) \neq 0$ and therefore $V_{\varphi} \supseteq V_{\pi}$, completing the proof of Claim 4.

Theorem 2.5 is established in all particulars.
Corollary 2.6. Let obe a similurity type. If $\Delta \subseteq \mathrm{Te}_{\boldsymbol{a}}$ and $\Delta$ satisfies tre subterm condition then $\Delta$ is jointly $\kappa$ universal for each $\kappa \geqslant|\sigma|+\omega$.

Corollary 2.7. Let $\sigma$ and $\tau$ be similarity types and $\delta$ be a one-to-one system of definitions for $\sigma$ in $\tau$ such that the range of $\delta$ satisfies the subterm condition. $\mathrm{in}_{6}$ is a reduction of a to $\pi$.

Proof. Observe that the range of $\delta$ has cardinality $|\sigma|$ and so there is $\tau^{\prime} \subseteq_{\tau}$ so that $\mathrm{Te}_{r^{\prime}} \supseteq$ range of $\delta$ and $\left|\tau^{\prime}\right|+\omega|=|\sigma|+\omega$. Apply Corollary 2.6 to Theorem 2.3.

Notational Remark. Whenever $Q$ is an expression and $n$ is a natural number $Q^{n}$ denotes $Q$ concatenated with itself $n$ times. $Q^{0}$ is the empty expression and $Q^{n+1}=Q^{n} Q$ for $n \in \omega$.

Example 2.8. Let $f$ and $g$ be distinct unary operation symbols. $\left\{f^{2} g^{n+1} f g v_{0}: n \in \omega\right\}$ satisfies the subterm condition.

Proof. Let $\theta$ and $\varphi$ be any terms and suppose $\psi$ is a non-variable subterm of $f^{2} g^{n+1} f g v_{0}$ and $\psi[\varphi]=f^{2} g^{m+1} f_{\ell}[\theta] . \psi$ falls into one of the cases below.
(i) $\psi=g v_{0}$. This is impossible since $g \neq f$.
(ii) $\psi=f g v_{0}$. This is impossible since $f g \neq f^{2}$.
(iii) $\psi=g^{k} f g v_{0}$ where $0<k \leqslant n+1$. This is impossible since $g \neq f$.
(iv) $\psi=f g^{n+1} f g v_{0}$. This is impossible since $f g \neq f^{2}$.
(v) $\psi=f^{2} g^{n+1} f g v_{0}$. This is possible only if $n=m$.

Consequently $\left\{f^{2} g^{n+1} f g v_{0}: n \in(0\}\right\}$ satisfies the subterm condition.
Whenever $\sigma$ is said to have $\kappa$ operation symbols of rank $n$ just in case $\kappa=\{\{Q: Q$ is in the domain of $\sigma$ and $\sigma Q=n\} \mid$.

The next theorem establishes the existence of sets vi terms which are, in some sense, maximal with respect to the subterm condition.

Theorem 2.9. (The existence theor $3 m$ ). Let a be a similarity type.
(i) If $\sigma=0$ then the only subset of $\mathrm{Te}_{\boldsymbol{\sigma}}$ satisfying the subterm condition is the empty set.
(ii) If $\sigma$ has only operations of rank 0 then $\Delta \subseteq \mathrm{Te}_{\mathrm{a}}$ satisfies the subterm condition if and only if no variables occur in any member of $\Delta$.
(iii) If $\sigma$ has one unary operation symbol and no other operation symbol then $\Delta \subseteq \mathrm{Te}_{\boldsymbol{\sigma}}$ satisfies the subterm condition if and only if $\Delta \cap \mathrm{Va}=0$ and the operation symbol occurs no more than once in $\Delta$.
(iv) If $\sigma=\sigma^{\prime} \cup \sigma^{\prime \prime}$ and $\sigma^{\prime}$ has only operation symbols of rank 0 und $\boldsymbol{i}^{\prime \prime}$ has exactly one operation sumbol and that one unary then $\Delta \subseteq \mathrm{Te}_{a}$ satisfies the subterm condition if and only if no constant symbol occurs in more than one member of $\Delta$ and if $\theta \in \Delta$ and a variable occurs in $\theta$ then the unary operation symbol occurs exactly once in $\theta$ and in no other member of $\Delta$.
(v) If $\sigma$ has an operation symbol of rank at least two or at least two unary operation symbols then there is $\Delta \subseteq \mathbf{T e}_{\mathrm{o}}$ such that

$$
\begin{aligned}
& \mid \Delta \cap\left\{\theta: V \theta=n \text { and } \theta \in \mathrm{Te}_{0}\right\} \mid= \\
& \quad=\mid\left\{\theta: V i=n \text { and } \theta \in \mathrm{Te}_{\sigma}\right\} \mid
\end{aligned}
$$

for each $n \in \omega$ and $\Delta$ satisfies the subterm condition.
Proof. (i)-(iv) ar ${ }^{2}$ immediate from the definition of the subterm condition. By means ol a construction similar to Example 2.8, (v) follows unleṡj $\sigma$ has an operation symbol of rank at least two. For the sake of simplicity assume that $\sigma$ has a binary operation symbol and denote it by $\boldsymbol{Q}$. The construction given below adapts easily to the case of operation symbols of greater rank.

To begin the construction let $\varphi_{k}=Q v_{0} Q^{k+2} \cdot v_{0}^{k+3}$ and $\psi_{j}=Q^{j} v_{0} \ldots v_{j}$, for every $j, k \in \omega$. Finally, let $\theta_{j, k}=\varphi_{0}\left[\psi_{j}\left[\varphi_{k+1}\left[v_{0}\right], \ldots, \varphi_{k+1}\left[v_{j}\right]\right]\right]$ and let $\Delta_{0}=\left\{\theta_{j, k}: j, k \in \omega\right\}$.

Claim 1. $\left\{\varphi_{k}: k \in \omega\right\}$ satisfies the subterm condition.
Proof. Suppose $\pi$ is a non-variable subterm of $\varphi_{k}, \eta$ and $\gamma$ are terms and $\pi[\eta]=\varphi_{k^{\prime}}[\gamma]$. Now $\pi$ is either $\varphi_{k}$ itself or else $Q^{n+1} v_{0}^{n+2}$ for some $n<k+2$. In the first case it follows easily that $\eta=\gamma$ and so $k=k^{\prime}$ and $\pi=\varphi_{k}=\varphi_{k^{\prime}}$. The second case is impossible since then $Q^{n} \eta^{n+1}=\gamma$ nnd $\eta=Q^{k^{\prime}+2} \boldsymbol{\gamma}^{k^{\prime}+3}$. So $\left\{\varphi_{k}: k \in \omega\right\}$ satisfies the subterm condition.

Claim 2. $\Delta_{0}$ satisfies the subterm condition.
Proof. Suppose $\pi$ is a non-variable subterm of $\theta_{j, k}, \eta, \gamma \in \omega \cdot l e$, and
$\pi|\eta|=\theta_{j^{\prime}, k^{\prime}}[\gamma] . \pi$ is limited to
Case 1. $\pi$ is a non-variable subterm of $\left.\varphi_{k+1} \mid v_{n}\right]$ for some $n \leqslant j$. This is impossible since $\theta_{j^{\prime}, k^{\prime}}$ is a substitution instance of $\varphi_{0}$ and $\left\{\varphi_{k}: k \in \omega\right\}$ satisfies the subterm condition by Claim 1 .

Case $\overline{2} . \pi=Q^{n} \varphi_{k+1}\left[v_{0}\right] \ldots \varphi_{k+1}\left[v_{n}\right]$ for some $n, 0<n \leqslant j$. Let $\xi=\left\langle\varphi_{k^{\prime}+1}\left[\gamma_{i}\right]: i \in \omega\right\rangle$. Then $0_{j^{\prime}, k^{\prime}}[\gamma]=Q \psi_{j^{\prime}}[\xi] Q_{\nu^{\prime} j^{\prime}}[\xi] \psi_{j^{\prime}}[\xi]$. It follows that $\varphi_{k+1}\left[\eta_{n}\right]=Q \psi_{j}[\xi] \psi_{j} \cdot[\xi]$ and this is impossible by the definition of $\varphi_{k+1}$.

Case 3. $\pi=Q \psi_{j}\left[\varphi_{k+1}\left[v_{0}\right], \ldots, \varphi_{k+1}\left[v_{j}\right]\right] \psi_{j}\left[\varphi_{k+1}\left[v_{0}\right], \ldots, \varphi_{k+1}\left[v_{j}\right]\right]$. This is impossible since $\left\{\varphi_{0}\right\}$ satisfies the subterm condition by Claim 1 .

Case 4. $\pi=\theta_{j . k}$. Then $\psi_{j}\left[\varphi_{k+1}\left[\eta_{0}\right], \ldots, \varphi_{k+1}\left[\eta_{j}\right]\right]=\psi_{j}\left[\varphi_{k^{\prime}+1}\left[\gamma_{0}\right], \ldots\right.$, $\left.\varphi_{k^{\prime}+1}\left[\gamma_{j^{\prime}}\right]\right]$. So $\varphi_{k+1}\left[\eta_{j}\right]=\varphi_{k^{\prime}+1}\left[\gamma_{i^{\prime}}\right]$ and by Claim $1 k=k^{\prime}$. Evidently $j=j^{\prime}$ and so $\theta_{j, k}=\theta_{j, k}$.
Consequently $\Delta_{0}$ satisfics the subterm condition and Claim 2 is established.
Le! $\pi_{R}$ be $R v_{0} v_{0} \ldots v_{0}$ for each $R$ in the domain of $\sigma$. For $j, k \in \omega$ and $R$ in the domain of $\sigma$ let $\theta_{j, k, R}$ be $\theta_{j, k}\left[v_{0}, v_{1}, \ldots, v_{j-1}, \pi_{R}\right]$. Finally let $\theta_{j, k, R, P}$ be $\theta_{j, k, R}\left[v_{0}, v_{1}, \ldots, v_{j-2}, \pi_{P}\right]$ for each $j, k \in \omega$ and each $R, P$ in the domain of $\sigma$. Let $\Delta=\left\{\theta_{j, k, R, P}: j, k \in \omega\right.$ and $R, P$ in the domain of $\sigma$ such that $R \neq Q \neq P$ \}. It is easy to see that $\Delta$ satisfies the subterm condition since it has already been shown that $\Delta_{0}$ satisfies the subterm condition and $\Delta$ was obtained from $\Delta_{j}$ by some simple subst tutions. $\Delta$ also has the required cardinality properties since

$$
V \theta_{j, k, R, P}=\left\{\begin{array}{ll}
j-2 & \text { if } j \geqslant 2, \\
1 & \text { if } \sigma n>0, j=1 \\
1 & \text { if } \sigma n>0, j=0 \\
0 & \text { if } \sigma n=0, j<2 \\
0 & \text { if } \sigma i=0, j=0 .
\end{array} \text { and } \sigma R>0\right.
$$

Hence the proof of the theorem is complete.
The proof of Theorem 2.9 was carried out in such detail in order to demonstrate how the subterm condition may be established. Subsequently, the demonstrations that various sets of terms satisfy the subterm condition will be less detailed. Theorem 2.9 leads to the following definition.

Definition 2.10. (i) A similarity type $\sigma$ is trivial if and only if $\sigma$ has at most one unary operation symbol and no operation symbol of rank more than one.
(ii) A term $\theta$ is trivial if and only if $\theta \in \mathbf{T e}_{\boldsymbol{o}}$ for some trivial similarity type $\sigma$.

Corollary 2.11. Let $\sigma$ and $\tau$ be similarity types. If $|\sigma|<|\tau|+\omega, \tau$ is nontrivial, $\sigma$ has a constant symbol only if $\tau$ has a constant symbol, and $\sigma$ has an operation symbol of rank more than one only if $\tau$ dives, then there is a system of definitions $\delta$ for $\sigma$ in $\tau$ such that $\mathrm{in}_{\delta}$ is a reduction of oto $\tau$.

Remark 2.12. It should be noticed that a more elaborate notion of reduction is possible that eliminates the necessity to be concerned about constant symbols in this corollary. Recalling Definition $1 . i 0$ " $\delta$ is a system of definitions for $\sigma$ in $\tau$ could be changed to mean $V \delta_{Q}=\sigma Q$ for all $Q$ in the domain of $\delta$ such that, $\sigma Q>0$ and $V \delta_{Q} \subseteq\{0\}$ for ail $Q$ in the domain of $\sigma$ such thet: $\sigma Q=0 . \mathrm{in}_{\delta}$ could then be called a reduction of $\sigma$ to $\tau$ provided $\Sigma \vdash_{\sigma} \epsilon$ iff $\mathrm{in}_{\delta}^{*} \Sigma \cup \mathrm{Co}_{\delta} \vdash_{\tau} \mathrm{in}_{\delta} \epsilon$. This broader notion of reduction does not find a oplication in this paper but does give rise to some uninteresting complications in some of the proofs presented here.

It is natural to wonder if the concepts of reduction, joint universality, and the subterm condition can be relativized to equational classes differerit from the class of all algebras of some similarity type. This is the subject of the following digression.

Definition 2.1之. Let $\sigma$ and $\tau$ be similarity types, $\delta$ be a system of definitions for $\sigma$ in $\tau, \Delta \subseteq \mathrm{Te}_{\tau}, \Gamma \subseteq \mathrm{Eq}_{\tau}$ and $\kappa$ be a cardinal.
(i) $\mathrm{in}_{\varepsilon}$ is a reduction of $\sigma$ tc $\tau$ modulo $\Gamma$ if and only if $\Sigma \vdash \in$ just in case $\mathrm{in}_{\delta}^{*} \Sigma \cup \Gamma \vdash \mathrm{in}_{\boldsymbol{\delta}} \epsilon$, for all $\Sigma \cup\{\epsilon\} \subseteq \mathrm{Eq}_{\boldsymbol{\sigma}}$.
(ii) $\Delta$ is jointly $\kappa$ universal modulo $\Gamma$ if and only if for every assignment $f$ cf functions over $\kappa$ to $\Delta$ that agrees according to rank there is an algebra $\mathscr{N}$ with universe $\kappa$ such that $\mathfrak{H} \vDash \Gamma$ and $\theta^{\mathfrak{2}(*)}=f \theta$ for every $\theta \in \Delta$.
(iii) $\Delta$ satisfies the subterm condition modulo $\Gamma$ if and only if
(a) $\Gamma \nvdash \theta[\eta] \approx \rho$ for any $\theta \in \Delta, \eta \in{ }^{\omega} \mathrm{Te}_{\boldsymbol{\tau}}$ where $\rho$ is any variable or any substitution instance of a proper non-variable subterm of any member of $t \Gamma$;
(b) if $\theta, \varphi \in \Delta, \pi, \eta \in{ }^{\omega} \mathrm{Te}_{\tau}$, and $\gamma$ is any nonvariable subterm of $\theta$ such that $\Gamma \vdash \gamma[\pi] \approx \varphi[\eta]$, then $\theta=\gamma=\varphi$ and $\Gamma \vdash \pi_{i} \approx \eta_{i}$ for every $i \in V \theta$.

Analogs to the reduction theorem and Theorem 2.5 can be established for these notions. Apparently, the existence of diverse sets of terms satisfying the subterm condition modulo $\Gamma$ would make it possible to find
models of $\Gamma$ possessing "reducts" with similarly diverse properties. For example, if there were a term $\theta$ in which the variables $v_{0}$ and $v_{1}$ occur and such that $\{\theta\}$ is jointly $\omega$ universal modulo $\Gamma$ then $\Gamma$ would have a countable model $\geqslant$ such that if $\Omega$ is expanded to $\mathfrak{q l}^{\prime}$ by adjoining all finitary polynomials over $\%$ as new operation symbols and $\Sigma$ is any set of equations in any countable similarity type then $\mathscr{I \prime}^{\prime}$ has a reduct which is a model of $\Sigma$, up to some permutation of operations of ${ }^{\prime}$ '. This property is too strong to expect it to hold for many sets of equations - especially those which arise most commonly. It cannot happen, for example, for any set $\Gamma$ of equations such that $\Theta[\Gamma]$ has only countably many equationally complete extensions. This will be demonstrated in [24]. Among the equational theories which have only countably many equationally complete extensions occur all equational theories of semigroups, groups; rings, lattices, and Boolean algebras. What is demonstrated below is that there is no term, $\theta$, (even in one variable) and no cardinal $\kappa>1$ such that $\{\theta\}$ is jointly $\kappa$ universal modulo the associative law. In a more positive vein an analog for the existence theorem is established modulo the commutative law.

As a matter of convenience terms and polynomials will be written in the most familiar manner: the convention of writing operations on the left is dropped, momentarily, and a binary operation symbol • is introduced and terms (similarly polynomials) are defined in such a way that $\varphi \cdot \psi$ is the term resulting from applying the operation symbol to $\varphi$ and $\psi$. For the next two theorems, the similarity type has $\cdot$ as its only operation symbol.
:Theorem 2.14. For any term $\theta$ and any cardinal $\kappa>1,\{\theta\}$ is not jointly $\kappa$ universal modulo the associative law.

Proof. It is only necessary to consider terms in one variable. Suppose $x$ is the variable occurring in $\theta$. Hence there is $\boldsymbol{n}>0$ so that

$$
(x \cdot y) \cdot z \approx x \cdot(y \cdot z) \vdash \theta \approx x^{n}
$$

There are two cases according to whether $k>2$ or not.
Case 1. $k=2$. Let $f \in^{2} 2$ such that $f_{0}=1$ and $f_{1}=0$. Let $(2, \circ)$ be any two element semigroup and suppose $0^{n}=1$ and $1^{n}=0$. Now $1 \circ 1=0$ for otherwise $1^{n}=1$. Similarly $0 \circ 0=1$. Therefore $1 \circ 0=1 \circ(1 \circ 1)=$ $(1 \circ 1) \circ 1=0 \circ 1$ and so $(1 \circ 0) \circ(1 . \circ 0)=(0 \circ 0) \circ(1 \circ 1)=1 \circ 0$. But
this means that $1 \circ 0$ can't be either 0 or 1 - a contradiction. It follows that the assignment of $f$ to $\theta$ can't work in any two element semigroup.

Case 2. $\kappa>2$. This case, though slightly more complicated, can be handled in a similar manner. Its proof is omitted.

Theorem 2.15. There is a set $\Delta$ of terms which satisfies the subterm condition modulo the commutative law such that $\mid \Delta \cap\{\theta: V \theta=n+1$ and $\theta$ is a term $\} 1=\omega$, for every $n \in \omega$.

Proof. The proof follows closely that a case (v) of the existence theorem. Let

$$
\varphi_{k}=\left(v_{0} \quad v_{0}\right) \cdot\left(v_{0} \cdot\left(v_{0} \cdot \ldots\left(v_{0} \cdot v_{0} j\right) \ldots\right)\right.
$$

$$
k+3 v_{0} \text { 's } \quad \text { for every } k \in \omega
$$

and let

$$
\psi=v_{0} \cdot\left(v_{1} \cdot \ldots\left(v_{j-1} \cdot v_{j}\right) \ldots\right) \quad \text { for every } j \in \omega
$$

Again let

$$
\theta_{j, k}=\varphi_{0}\left[\psi_{j}\left[\varphi_{k+1}\left[v_{0}\right], \ldots, \varphi_{k+1}\left[v_{j}\right]\right]\right] \quad \text { for every } j, k \in \omega .
$$

Finally let

$$
\Delta=\left\{\theta_{j, k}: j, k \in \omega\right\} .
$$

It is enough to show that $\Delta$ satisfies the subterm condition modulo the commutative law. We leave this to the reader.

Before returning to the $m$ jor task of this section, some compactness type notions will be discussed. A set $\Delta$ of terms of similarity type $\tau$ is a reduction set if and only if there is a similarity type $\sigma$ and a system $\delta$ of definitions for $\sigma$ in $\tau$ such that $\Delta$ is the range of $\delta$ and $\mathrm{in}_{\delta}$ is a reduction of $\sigma$ to $\tau$. David Kelly point $d$ out to me that it is an easy consequence of the compactness theorerr that a set of terms is a reduction set just in case every finite subset of it is also a reduction set. It is even clearer that a set of terms satisfies the subterm condition if and only if every subset with no more than two members satisfies the subterm condition. It is therefore surprising that cornpactness properties for jointly universal sets of terms are largely unknow. $n$ and perhaps rare.

Theorem 2.16. Let $0<k<\omega$. If $\Delta$ is any set of terms :'ich that every finite subset of $\Delta$ is jointly $k$ universal then $\Delta$ is jointi, $k$ universal.

Proof. Suppose $\Delta$ is not jointly $k$ universal. Then there is an assignment $f$ of finitary functions over $k$ to $\Delta$ which agrees according to rank and yet such that for any algebra $\%$ with universe $k$ there is $\theta \in \Delta$ so that $f_{\theta} \neq \theta^{\boldsymbol{Q}\}^{*}}$. L.et $=\left\langle k ; 0, \ldots, k-1, f_{\theta}\right\rangle_{\theta \in \Delta}$. Define $\Gamma$ to be

$$
\left\{\forall x\left[\theta \approx f_{\theta} \bar{x}\right]: \theta \subseteq \Delta\right\} \cup\left\{\forall x\left[V_{i \in k} x \approx i\right]\right\}
$$

together with the first order theory of $\mathfrak{B}$. Then $\Gamma^{\prime}$ must be inconsistent. So by the compactness theorem there is a finite subset, $\Delta_{0}$, of $\Delta$ so that

$$
\left\{\forall^{\prime} x\left[\theta \approx f_{\theta} \bar{x}\right]: \theta \in \Delta_{0}\right\} \cup\left\{\forall x\left[V_{i \in k} x \approx 1\right]\right\}
$$

together wilh the first-order theory of $\left\langle k ; 0, \ldots, k-1, f_{\theta}\right\rangle_{\theta \in \Delta_{0}}$ inconsistent. Therefore $\Delta_{0}$ is not jointly $k$ universal and the theorem is established.

Corollary 2.17. $\Delta$ is jointly universal in every finite cardinal if and only if every finite subset of $\Delta$ is jointly universal in every finite cardinal.

The remainder of this section is devoted to the construction of infinite. jointly universal sets of terms each of which retain some convenient properties of a fixed though arbitrary non-trivial term. The next result is a corollary of the definitions involved.

Corollary 2.18. Suppose $\Delta_{0}$ and $\Delta_{1}$ are disjoint sets of terms and that $\theta \in{ }^{\omega} \Delta_{1}$ and $\theta$ is one-to-one. Let $\kappa$ be a cardinal
(i) If $\Delta_{0} \cup \Delta_{1}$ is jointly $\kappa$ universal then $\left\{\delta[\theta]: \delta \in \Delta_{0}\right\}$ is joir:tly $k$ universal.
(ii) If $\Delta_{0} \cup \Delta_{1}$ satisfies the subterm condition then $\left\{\delta[\theta]: \delta \in \Delta_{0}\right\}$ satisfies the subterm condition.

A similar result holds for interpretation operators as well.
Theorem 2.19. Let $\sigma$ and $\tau$ be similarity types and $\delta$ be a system of definitions for $\sigma$ in $\tau$ such that $\delta$ is one-to-one and the range of $\delta$ is jointly $|\sigma|+\omega$ universal. If $\Sigma \subseteq \mathrm{Te}_{\sigma}$ and $\Sigma$ is jointly $|\sigma|+\omega$ universal then in ${ }_{6}^{*} \Sigma$ is jointly $|0|+\omega$ universal.

Proof. Let $F$ be an assignment of finitary functions over $|\sigma|+\omega$ to in ${ }_{\delta}^{*} \Sigma$ that agrees according to rank. $\mathrm{in}_{\delta}$ is one-to-one so define $G$, an assignment of finitary functions over $|\sigma|+\omega$ to $\Sigma$ so that $G_{0}=F_{\mathrm{in} S \theta}$ for $\theta \in \Sigma$. Since $\delta$ is a system of definitions $\boldsymbol{G}$ agrees according to rank. Since $\boldsymbol{\Sigma}$ is jointly $|\sigma|+\omega$ universal there is an algebra with universe $|\sigma|+\omega$ so that $\theta^{\mathbb{U}^{*}}=G_{\theta}=F_{\mathrm{in}_{\delta} \theta}$. for each $\theta \in \boldsymbol{\Sigma}$. Since $\delta$ is a system cf definitions and the range of $\delta$ is jointly $|\sigma|+\omega$ universal there is an algebra ${ }^{\circ}$ with universe $|\sigma|+\omega$ such tnat $\delta^{\not W^{*}}=Q^{W}$ for every $Q$ in the domain of $\sigma$. A simple induction on terms yields $\left(\operatorname{in}_{\delta \cdot} \varphi\right)^{\mathfrak{B}}=\varphi^{\mathscr{M}}$ for every $\varphi \in \mathrm{Te}_{\boldsymbol{\sigma}}$. In particular $\left(\mathrm{in}_{\delta} \theta\right)^{\mathscr{B ^ { * }}}=\theta^{\mathscr{U}}=G_{\theta}=F_{\mathrm{in}_{\delta} \theta}$ for each $\hat{\delta} \in \Sigma$ and therefore in $\mathrm{i}_{\delta}^{*} \Sigma$ is jointly $|\sigma|+\omega$ universal.

In order to establish the corresponding result for the subterm condition the following deîinition and lemmas prove useful.

Definition 2.20. I at $\sigma$ and $\tau$ be similarity types and $\delta$ be a system of detinitions for $\sigma$ in $r$. $c^{\prime}$ is $\delta$-simple if and only if $\theta \in \mathrm{Te}_{\boldsymbol{r}}$ and $\theta \neq \mathrm{in}_{\delta} \varphi|\psi|$ for any $\varphi \in \mathrm{Te}_{\sigma} \sim \mathrm{Va}$ ar. $\mathrm{j} \psi \in{ }^{\omega} \mathrm{Te}_{\tau} . S_{\delta} \mathrm{Te}_{\tau}$ denotes the set of $\delta$-simple terms of type $\tau$.

Lemma 2.2'. Let $\sigma$ and $\tau$ be similarity types and $\delta$ be a one-to-one system of definition: for $\sigma$ in $\tau$ such that the range of $\delta$ satisfies the subterm condition. For ar. y $n \in \omega, \theta, \pi \in{ }^{n} \mathrm{Te}_{\sigma}$ and $\varphi, \psi \in{ }^{\omega} S_{\delta} \mathrm{Te}_{\tau}$ if $\mathrm{in}_{\delta} \theta_{i}[\varphi]=\mathrm{in}_{\delta} \pi_{i}[\psi]$ for each $i \in n$ then there are $\varphi^{\prime}, \psi^{\prime} \in{ }^{\omega} \mathrm{Te}_{\boldsymbol{\sigma}}$ such that $\theta_{i}\left[\varphi^{\prime}\right]=\pi_{i}\left[\psi^{\prime}\right]$ for each $i \in n$.

Proof. The proof is by induction on $m=\max \left(\left\{\mathcal{L} \theta_{i}: i \in n\right\} \cup\left\{L \pi_{i}: i \in n\right\}\right)$. $m=l$. In this case $\left\{\theta_{i}: i \in n\right\} \cup\left\{\pi_{i}: i \in n\right\}$ consists exclusively of variables and constants. Since $\delta$ is a one-to-one system of definitions and $\varphi$ and $\psi$ are sequences of $\delta$-simple terms then by letting $\varphi^{\prime}=\psi^{\prime}=\left\{v_{0}: i \in \omega\right\}$ the theorem holds.

Inductive step. Let $q>1$ and assume the theorem is true whenever $m<q$. For any $j \in n, L \theta_{j}>1$ there is $Q_{j}$ in the domain of $\sigma$ and $\gamma \in{ }^{\boldsymbol{\sigma}} \boldsymbol{Q}_{j} \mathrm{Te}_{\boldsymbol{\sigma}}$ such that $\theta_{j}=Q_{j} \gamma_{0} \ldots \gamma_{\sigma} Q_{j-1}$. Now $\mathrm{in}_{\delta} \theta_{j}[\varphi]=\mathrm{in} \pi_{j}[\psi]$, $\mathrm{in}_{6}$ is one-to-one, and $\varphi$ and $\psi$ are sequences of $\delta$-simple terms. Consequently, there is $\eta \in Q_{i} \mathrm{Te}_{\sigma}$ such that $\pi_{j}=Q_{j} \eta_{0} \ldots \eta_{\sigma Q_{j}-1}$ and $\left.\mathrm{in}_{\sigma} \gamma_{i} \mid \varphi\right]=\mathrm{i} n_{\delta} \eta_{i}[\psi]$ for each $i \in \sigma Q_{j}$. So for each $j \in n$ and $i \in \sigma Q_{j}$ let $\hat{\theta}_{j, i}=\gamma_{i}$ where $\theta_{j}$ is $Q_{j} \gamma_{0} \ldots \gamma_{o Q_{j-1}}$ and $\pi_{i, i}=\eta_{i}$ where $\pi_{j}$ is $Q_{j} \eta_{0} \ldots \eta_{0 Q_{j-1}}$. By the inductive hypothesis there are $\varphi^{\prime}, \psi^{\prime} \in{ }^{\omega} \mathrm{T} e_{\sigma}$ such that $\theta_{j}\left[\varphi^{\prime}\right]=\pi_{j}\left[\psi^{\prime}\right]$ if $L \theta_{j}=1$ and $\hat{\theta}_{j, i}\left[\varphi^{\prime}\right]=\boldsymbol{A}_{i, i}\left[\psi^{\prime}\right]$ if
$L \theta_{j}>I$ and $i \in \sigma Q_{j}$. But if $!\theta_{j}>1$ then $\theta_{j}\left[\varphi^{\prime}\right]=Q_{j} \hat{\theta}_{j, 0}\left[\varphi^{\prime}\right] \ldots \hat{\theta}_{j, \theta Q_{j-1}}\left[\varphi^{\prime}\right]=$ $Q_{j} \hat{\pi}_{j .0}\left[\psi^{\prime}\right] \ldots \bar{\pi}_{j, Q_{j-1}}\left[\psi^{\prime}\right]=\pi_{j}\left[\psi^{\prime}\right]$ and the induction is complete.

Lemma 2.22. Let $\sigma$ and $\tau$ be similarity types and $\delta$ be a system of definitions for $\sigma$ in $\tau$ such that $\delta$ is one-to-one and the range of $\delta$ satisfies the subterm condition. Let $\varphi$ be any non-variable term of type $\sigma$ and $\theta$ oc iny nonvariable subterm of $\mathrm{in}_{6} \varphi$.
(i) There are $Q$ in the domain of $\sigma, \gamma$ a non-variable subterm of $\delta_{Q}$ and $\psi \in{ }^{\omega} \mathrm{Te}_{\boldsymbol{\tau}}$ such that $\theta=\gamma[\psi]$.
(ii) For every $\gamma$ in the range of $\delta$ such that $\theta$ is a substitution instance of $\gamma$ there is $\varphi^{\prime}$, a subterm of $\varphi$, such that $\theta=\mathrm{in}_{6} \varphi^{\prime}$.

Proof. Let $\varphi=P \pi_{0} \ldots \gamma_{o P-1}$. The proof proceeds by induction on the number of proper non-variable subterms of $\varphi$.
(i) $\varphi$ has no proper non-variable subterms. Then $\pi_{0}, \ldots, \pi_{\theta P-1} \in V_{a}$ and $\mathrm{in}_{\delta} \varphi=\delta_{p}\left[\pi_{0}, \ldots, \pi_{o p-1}\right]$. Since $\theta$ is not a variable there is a non-variable subterm, $\boldsymbol{\gamma}$, of $\delta_{p}$ and $\boldsymbol{\theta}=\boldsymbol{\gamma}\left[\pi_{0}, \ldots, \pi_{o P-1}\right]$. If there is $\boldsymbol{\gamma}^{\prime}$ in the range of $\boldsymbol{\delta}$ and $\theta$ is a substitution instance of $\boldsymbol{\gamma}^{\boldsymbol{\prime}}$ then $\boldsymbol{\gamma}^{\boldsymbol{\prime}}=\boldsymbol{\gamma}=\delta_{\boldsymbol{P}}$ by the subterm condition and so $\theta=\mathrm{in}_{6} \varphi$.
(ii) (Inductive step). Assume that every non-variable term with fewer proper non-variable subterms than $\varphi$ satisfies the theorem. $\theta$ is a subterm of $\mathrm{ir}_{\delta} \varphi=\delta_{P}\left[i \mathrm{n}_{\delta} \pi_{0}, \ldots, \mathrm{in}_{\delta} \pi_{\sigma P-1}\right]$. So either there is a non-variable subterm $\gamma$ of $\delta_{\rho}$ such that $\theta=\gamma\left[\mathrm{in}_{\delta} \pi_{0}, \ldots, \mathrm{in}_{\delta} \pi_{\sigma P-1}\right]$ or else $\theta$ is a subterm of $\mathrm{in}_{\boldsymbol{\delta}} \pi_{k}$ for some $k \in \sigma P$. In the first case if $\boldsymbol{\gamma}^{\prime}$ is in the range of $\delta$ and $\theta$ is a substitution instance of $\boldsymbol{\gamma}^{\prime}$ then $\boldsymbol{\gamma}^{\prime}=\boldsymbol{\gamma}=\delta_{\boldsymbol{P}}$ by the subterm condition. So $\theta=i n_{6} \varphi$. In the second case the induction hypothesis applies so there is $R$ in the domain of 0 and $\gamma$, a non-variable subterm of $\delta_{R}$ such that $\theta$ is a substitution instance of $\gamma$. So (i) holds. Since $\pi_{k}$ is a subterm of $\varphi$ it follows that (ii) hoids as well. This establishes the lemma.

Theorem 2.23. Let $o$ and r be sinilarity types and $\delta$ be a system of definitions for o in T such that $\delta$ is mic-mone and the range of $\delta$ satisfies then subterm condilion. If $\%, C_{T} \mathrm{e}_{\mathrm{o}}$ and $\Sigma$ satisfies the subterm condition then in $\Sigma \Sigma$ satis, fic the uintorm condition.

Prouf. Whenever $\theta \in \mathbf{T e}$, there are $\varphi \in \mathrm{Te}_{\rho}$ and $\psi \in{ }^{\omega} S_{\delta} \mathrm{Te}_{\boldsymbol{\tau}}$ such that $\theta=\mathrm{in} \boldsymbol{n}_{6} \boldsymbol{q}(\downarrow)$. This may be established by induction on $\theta$. Let $\theta, \pi \in \Sigma, \eta$ be a non-variable sublerm of $\mathrm{in}_{6} \theta$, and $\varphi, \psi \in{ }^{\omega} \mathrm{Te}_{\boldsymbol{\tau}}$ such that $\eta[\varphi]=$ $\mathrm{in}_{\mathrm{a}} \pi[\boldsymbol{\psi}]$. By Lemma 2.22 there is $\boldsymbol{\theta}^{\prime}$, a non-variable subterm of $\theta$ such
that $\eta=\mathrm{in}_{\delta} \theta^{\prime}$. Hence $\mathrm{in}_{\delta} \theta^{\prime}[\varphi]=\mathrm{in}{ }_{\delta} \pi[\psi]$. There are $\varphi^{\prime}, \psi^{\prime} \in{ }^{\omega} S_{\delta} \mathrm{Te}_{\tau}$ and $\varphi^{\prime \prime}, \psi^{n} \in{ }^{\omega} \mathrm{Te}_{\sigma}$ such that $\varphi_{i}=\mathrm{in}_{\sigma} \varphi^{\prime \prime}\left[\varphi^{\prime}\right]$ and $\psi_{i}=\mathrm{in}_{\delta} \psi^{\prime \prime}\left[\psi^{\prime} \mid\right.$ for each $i \in \omega$. Consequently $\mathrm{in}_{\delta}\left(\theta^{\prime}\left[\varphi^{\prime \prime}\right]\right)\left(\varphi^{\prime}\right]=\mathrm{in}_{\delta}\left(\pi\left[\psi^{\prime \prime}\right]\right)\left[\psi^{\prime}\right]$. By Lemma 2.21 there are $\bar{\varphi}, \Psi \in{ }^{\omega} \mathrm{Te}_{\sigma}$ such that $\left(\theta^{\prime}\left[\varphi^{\prime \prime}\right]\right)[\bar{\varphi}]=\left(\pi\left[\psi^{n}\right]\right)[\bar{\psi}]$. By the subterm condition on $\Sigma, \theta^{\prime}=\theta=\pi$. So $\eta=i n_{\delta} \theta^{\prime}=i n_{\delta} \theta=i n_{\delta} \pi$. Therefore $\mathrm{in}_{\delta}^{*} \boldsymbol{\Sigma}$ satisfies the subterm condition.

The next definition introduces the notion of absorption, a kind of idempotence in equational logic, which turns out to be a highly useful property of terms.

Definition 2.24. $\Delta$ absorbs $\Sigma$ for $\Gamma$ if and only if $\Delta$ and $\Sigma$ are sets of terms, $\Gamma$ is a sei of equations and $\Gamma \vdash\{\theta[\delta, \delta, \delta, \ldots] \approx \delta: \delta \in \Delta$ and $\theta \in \Sigma\}$.

If $\delta$ and $\theta$ are terms and $\Gamma$ is a set of equations then " $\delta$ absorbs $\theta$ for $\Gamma$ " usually replaces " $\{\delta\}$ absorbs $\{\theta\}$ for $\Gamma$ ". The next definition is admittedly artificial !ut it seems to be the most convenient way to formulate Theorems 2.2 ; and 2.30 as well as their consequences throughout the rest of the papır.

## Definition 2.25. ${ }^{1}$

(i) If $\theta=f^{m+1} g H f^{n} v_{i}$, where $f$ and $g$ are any two distinct unary operation symbols, $H$ is a (possibly empty) string of unary operation symbols such that the rightmost symbol is not $f$, and $m, n, i \in \omega$, then let $m(\theta)=\left\{f^{m+} . g H v_{i}, f^{m} g H v_{i}\right\}$.
(ii) If $\theta=h 2 \varphi_{0} \ldots \varphi_{r-1}$, where $Q$ is an operation symbol of rank $r>1$, $H$ is a string of unary operation symbols and $\varphi_{0}, \ldots, \varphi_{r-1}$ are terms, then $\boldsymbol{m}(\theta)=\left\{\theta, \varphi_{0}, \ldots, \varphi_{r-1}\right\}$.

Theorem 2.26. Let $\theta$ be a non-trivial term in which all operation symbols occurring are unary and $\mathrm{V} \theta \neq 0$. There is a set $\Sigma$ of terms in the same operation symbols as $\theta$ such that
(i) $\Sigma$ is infinite,
(ii) $\mathbf{\Sigma}$ satisfies the subterm condition,
(iii) If $\Delta \cup m(\theta)$ absorbs $\theta$ for $\Gamma$ then $\Delta \cup \Sigma$ absorbs $\Sigma$ for $\Gamma$ ard $\Gamma \vdash\{\varphi \approx \psi: \varphi, \psi \in \Sigma\}$.

[^1]Proof. The proof amounts to a series of constructions beginning with $\theta$ and ending with $\Sigma$. At each stage the terms developed are closer to satisfying the subterm condition. Care is taken at each stage to preserve the absorption properties of $\theta$. Since $\theta$ is non-trivial it has the form $f^{m+1} g H f^{n} v_{i}$ for some distinct unary operations $f$ and $g$, some (possibly empty) string of unary operations $H$ not ending in $f$, and some $m, n, i \in \omega$. So without loss of generality assume

$$
\theta=f^{m+1} g H f^{n} v_{0}
$$

Then

$$
m(\theta)=\left\{f^{m+1} g H v_{0}, f^{m} g H v_{0}\right\} .
$$

Let

$$
\pi_{k}=f^{m+k+1} g H f^{n-k} v_{0}
$$

for each $k \in n+1$.
Let

$$
\varphi_{j}=\left(f^{n+1}\right)^{j+1}\left(f^{m} g H\right)^{j+1} v_{0}
$$

for $j \in \omega$. Let $p-1$ be the number of times $f$ occurs in $H$. Finally, let $\psi_{0}=\varphi_{2 p}$ and $\psi_{1}=\varphi_{p}\left[\varphi_{p}\right]$. The idea is to show that $\left\{\psi_{0}, \psi_{1}\right\}$ satisfies (ii) and (iii). So suppose $\Delta \cup \boldsymbol{m}(\theta)$ absorbs $\theta$ for $\Gamma$. Observe the following:
(a) $\pi_{0}=\theta$.
(b) $\pi_{k}$ absorbs $\pi_{k+1}$ for $\Gamma$ whenever $k \in n$.

Proof: $\pi_{k+1}\left[\pi_{k}\right]=f^{m+k+2} g H f^{n-(k+1)} f^{m+k+1} g H f^{n-k} v_{0}=f^{k+1} \theta\left[f^{m} g H f^{n-k} v_{0}\right.$
So

$$
\Gamma \vdash \pi_{k+1}\left[\pi_{k}\right] \approx f^{m+k+1} g H f^{n-k} v_{0}
$$

since $f^{m} g H v_{0}$ absorbs $\theta$ for $\Gamma$.
(c) $\pi_{k}$ absorbs $\pi_{k}$ for $\Gamma$ whenever $k \in n+1$.

Proof. $\pi_{k}\left[\pi_{k}\right]=f^{m+k+1} g H f^{n-k} f^{m+k+1} g H f^{n-k} v_{0}=f^{k} \theta\left[f^{m+1} g H f^{n-k} v_{0}\right]$. So

$$
\Gamma \vdash \pi_{k}\left[\pi_{k}\right] \approx f^{m+k+1} g H f^{n-k} v_{0}
$$

since $f^{m+1} g H v_{0}$ absorbs $\theta$ for $\Gamma$.
(d) $\Delta \cup m(\theta) \cup\left\{\pi_{0}, \ldots, \pi_{n}\right\}$ absorbs $\pi_{n}$ for $\Gamma$.

Proof. Suppose $k \in n$. $\mathrm{By}(\mathrm{b}) \Gamma \vdash \pi_{k} \approx \pi_{k+1}\left[\pi_{k}\right]$. Hence

$$
\Gamma \vdash \pi_{k} \approx \pi_{n}\left[\pi_{n-1}\left[\ldots \pi_{k+1}\left[\pi_{k}\right] \ldots\right]\right.
$$

Similarly

$$
\Gamma \vdash \pi_{k} \approx \pi_{n-1}\left[\pi_{n-2}\left[\ldots \pi_{k+1}\left[\pi_{k}\right] \ldots\right] .\right.
$$

So $\Gamma \vdash \pi_{k} \approx \pi_{n}\left[\pi_{k}\right]$. By (c) $\Gamma \vdash \pi_{n} \approx \pi_{n}\left[\pi_{n}\right]$. Let $\delta \in \Delta \cup m(\theta)$. $\mathrm{Ob}-$ serve that $\Gamma \vdash \pi_{0} \approx \pi_{n}\left[\pi_{0}\right]$ and therefore $\left.\left.\Gamma \vdash \pi_{0}[\delta] \approx \pi_{n}\right] \pi_{0}[\delta]\right]$. Consequently $\Gamma \vdash \delta \approx \pi_{n}[\delta]$.
(e) $\varphi_{0}=\pi_{n}$.
(f) $\Gamma \vdash \varphi_{j} \approx \varphi_{0}$ for all $j \in \omega$.

Proof. By induction on $j$. If $j=0$ this is immediate. Suppose $j>0$ and $\Gamma \vdash \varphi_{j-1} \approx \varphi_{0}$. Now

$$
\begin{aligned}
\varphi_{j} & =\left(f^{n+1}\right)^{i+1}\left(f^{m} g H\right)^{i+1} v_{0} \\
& =\left(f^{n+1}\right)^{i} f^{n+1} f^{m} g H\left(f^{m} g H\right)^{j} v_{0} \\
& =\left(f^{+1}\right)^{i} \pi_{n} f^{m} g H\left(f^{m} g H\right)^{j-1} v_{0} .
\end{aligned}
$$

So

$$
\Gamma \vdash \varphi_{j}=\left(f^{n+1}\right)^{j}\left(f^{m} g H\right)^{i} v_{0}
$$

since $\Gamma \vdash \tau_{n}\left[f^{m} g H v_{0}\right] \approx f^{m} g H v_{0}$ by (d). Consequently $\Gamma \vdash \varphi_{j} \approx \varphi_{j-1}$. and by the inductive assumption $\Gamma \varphi_{j} \approx \varphi_{0}$.
(g) $\Gamma \vdash \psi_{n} \approx \psi_{\mathrm{k}}$ and, in fact, $\Gamma \vdash\left\{\psi_{0} \approx \varphi_{0}, \psi_{1} \approx \varphi_{0}\right\}$.

Proof. By (f) $\Gamma \vdash \psi_{0} \approx \varphi_{0}$ and $\Gamma \vdash \psi_{1} \approx \varphi_{0}\left[\varphi_{0}\right]$, but $\Gamma \vdash \varphi_{0}\left[\varphi_{0}\right] \approx \varphi_{0}$ by (c) and ( ${ }^{\prime}$. Consequently $\Gamma \vdash \psi_{1} \approx \varphi_{0}$.
(h) $\Delta \cup\left\{\psi_{0}, \psi_{1}\right\}$ absorbs $\left\{\psi_{0}, \psi_{1}\right\}$ for $\Gamma$.

Proof. Suppose $\delta \in \Delta$. By (d) and (e) $\Gamma \vdash \varphi_{0}[\delta] \approx \delta$ and so by (g) $\Gamma \vdash\left\{\psi_{0}[\delta] \approx \delta, \psi_{1}[\delta] \approx \delta\right\}$. Furthermore $(\mathrm{g})$ yields $\Gamma \vdash\left\{\psi_{0}\left[\psi_{1}\right] \approx \varphi_{0}\right.$, $\left.\psi_{1}\left[\psi_{1}\right] \approx \varphi_{0}, \psi_{1}\left[\psi_{0}\right] \approx \varphi_{0}, \psi_{0}\left[\psi_{0}\right] \approx \varphi_{0}\right\}$ so $\left\{\psi_{0}, \psi_{1}\right\}$ absorbs $\left\{\psi_{0}, \psi_{1}\right\}$ for $\Gamma$.
(i) $\left\{\psi_{0}, \psi_{1}\right\}$ satisfies the subterm condition.

Proof. Notice that

$$
\psi_{0}=f^{(2 p+1)(n+1)+m} g H\left(f^{m} g H\right)^{2 p} v_{0}
$$

while

$$
\psi_{1}=f^{(p+1)(n+1)+m} g H\left(f^{m} g H p^{p} f^{p+1)(n+1)+m} g H\left(f^{m} g H\right)^{p} v_{0} .\right.
$$

Recall that $f$ occurs only $p-1$ times in $H$ and that $H$ does not end in $f$. It is only a matter of inspection to see that $\left\{\psi_{0}, \psi_{1}\right\}$ satisfies the subterm condition.

To complete the proof of the theorem let $\sigma$ be a similarity type whose only operation cymbols are the unary operation symbols $f$ and $g$. Let $\tau$ be any type in which $\theta$ is a term. Let $\eta$ be the system of definitions for $\sigma$ in $\tau$ such that $\mathrm{in}_{\eta} f v_{0}=\psi_{0}$ and $\mathrm{in}_{\eta} g v_{0}=\psi_{1} . \eta$ is one-to-one and the range of $\eta$ satisfies the subterm condition. Let $\Sigma_{0}=\left\{f^{2} g^{n+1} f g v_{0}\right.$ : $n \in \omega\}$ - the set shown in Example 2.8 to satisfy the subterm condition. Finally, let $\Sigma=i n_{\eta}^{*} \Sigma_{0}$. By Theorem $2.23 \Sigma$ satisfies the subterm condition. Since $\mathrm{in}_{\eta}$ is one-to-one and $\Sigma_{0}$ is infinite $\Sigma$ must also be infinite. Now suppose $\Delta \cup m(0)$ absorbs $\theta$ for $\Gamma$. By (h) above $\Delta \cup\left\{\psi_{0}: \psi_{1}\right\}$ absorbs $\left\{\psi_{0}, \psi_{1}\right\}$ for $\Gamma$ so $\Delta \cup \Sigma$ must absorb $\Sigma$ for $\Gamma$, by the definition of $\Sigma$ and $\Gamma \vdash\left\{\gamma \approx \varphi_{0}: \gamma \in \Sigma\right\}$. This completes the proof of the theorem.

Now suppose $\theta=Q \varphi_{0} \cdots \varphi_{r-1}$ where $Q$ is an operation symbol of rank $r>1$. The next immediate goal is to establish the analog of Theorem 2.26 for terms of this type. In order to accomplish this the following definition and lemmas prove useful. When $\theta$ is a term $\theta[0]=v_{0}$ and $\theta[k+1]=$ $\theta^{[k]}[\theta, \theta, \theta, \ldots]$ for $k \in \omega$.

Definition 2.27. Let $\theta=Q \varphi_{0} \ldots \varphi_{r-1}$ be a term so that $Q$ is an operaticn symbol of rank $r$ and $\varphi_{0}, \ldots, \varphi_{r-1}$ are terms. $\psi$ is the associate of $\theta$ of type $\eta$ if and only if $\eta \in^{r} \omega$ and $\psi=Q^{\left[\eta_{0}\right]}\left[\varphi_{0}, \varphi_{0}, \ldots\right] \ldots \theta^{\left.\mid \eta_{r-1}\right]}\left[\varphi_{r-1}\right.$, $\left.\varphi_{r-1}, \ldots\right]$.

Lemma 2.28. If $\theta$ is a non-variable term and $\psi$ is an associate of $\theta$ and $\gamma$ is a non-variable subterm of $\psi$ and $\gamma \neq \dot{\psi}$ then $\gamma$ is a substitution instance of some non-variable subterm of $\theta$.

Proof. Suppose $\theta=\boldsymbol{Q} \varphi_{0} \ldots \varphi_{r-1}$ for an operation symbol $\boldsymbol{Q}$ and terms $\varphi_{0}, \ldots, \varphi_{r-1}$ and that $\downarrow=Q \theta^{\left|\eta_{0}\right|}\left[\varphi_{0}, \varphi_{0}, \ldots\right] \ldots \theta^{\left.\mid \eta_{r-1}\right]}\left[\varphi_{r-1}, \varphi_{r-1}, \ldots\right]$ where $\eta \in{ }^{r}()$. Then $\gamma$ is a subterm of $\theta^{\left[\eta_{j}\right]}\left[\varphi_{j}, \varphi_{j}, \ldots\right]$, where $j \in r$. Either $\boldsymbol{\gamma}$ is a non-variable subterm of $\varphi_{j}$ or there is a non-variable subterm, $\pi$, of $\theta^{\left|\eta_{j}\right|}$ and $\gamma=\pi\left\{\varphi_{j}, \varphi_{j}, \ldots\right]$, in the first case $\gamma$ is a non-variable subterm of $\theta$ since $\varphi_{j}$ is. In the second case it is easy to establish by induction on $\eta_{j}$ that $\pi$ is a substitution instance of some non-variable subterm of $\theta$. In this way the lemma is proved.

By Lemma 2.28, it is possible to ignore all proper subterms of associates of a term, $\theta$, unless they are already subterms of $\theta$ itself, when checking for the subterm condition on a set of associates of $\theta$. On the other hand, there are infinitely many associates of any non-variable, non-
constant term and most of them will be quite complex. As is shown below, many sets of associates will turn out to satisfy the subterm condition, provided the original term begins $u$ ith an operation symbol of rank at least two. Evidently, the associates of a term have the absorption properties required in Theorem 2.26. If $\eta$ is a sequence of natural numbers and $j$ is in the domain of $\eta$ then $\eta: j$ denotes the sequence with the same domain so that

$$
\eta_{k}=\left\{\begin{array}{ll}
\eta_{k} & \text { if } j \neq k, \\
\eta_{k}+1 & \text { if } j=k,
\end{array} \quad \text { for } k \text { in the domain of } \eta_{i} .\right.
$$

Lemma 2.29. Let $\theta=Q \varphi_{0} \ldots \varphi_{r-1}$ where $Q$ is an operation symbol of rank $r>1$ and $y_{0}, \ldots, \varphi_{r-1}$ are terms and $x$ is the on'y variable occurring in $\theta$. There is $\eta \in{ }^{r} \omega$ such that $\left\{\psi_{j}: \psi_{j}\right.$ is ine associa e of $\theta$ of type $\eta: j$ and $j \in r\}$ sa. isfies the subterm. condition.

Proof. In order to establish the subterm condition it is necessary to examine substitution instances of subterms (of associates) of $\theta$. Let $\eta \in{ }^{r} \omega$ and $\psi$ be the associate of $\theta$ of type $\eta$. Let $\boldsymbol{\gamma}$ be any non-variable subtern of $\psi$ and let $\pi, \alpha$ be terms such that

$$
\begin{equation*}
\psi[\pi]=\gamma[\alpha] \tag{4}
\end{equation*}
$$

Since $Q_{1}$, the first symbol of $\psi$ and $\gamma$ is not a variable, $Q$ must be the first symbol of $\boldsymbol{\gamma}$. Let $\boldsymbol{\gamma}=Q \xi_{0} \ldots \xi_{r-1}$ for the terms $\xi_{0}, \ldots, \xi_{r-1}$. From $\boldsymbol{\alpha}$ it follows for each $i \in r$ that $\mathrm{V} \theta^{\left[\eta_{i}\right]}\left[\varphi_{i}[\pi]\right]=\mathrm{V} \xi_{i}[\alpha]$ and $\mathrm{C} \theta\left[\eta_{i}| | \varphi_{i}[\pi]\right]=$ $C \xi_{i}[\alpha]$. Consequently for each $i \in r$

$$
\begin{equation*}
\left|V \theta^{\left|\eta_{i}\right|}\right| \cdot\left|V \varphi_{i}\right| \cdot|V \pi|=\left|V \xi_{i}\right| \cdot|V \alpha| \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|C \theta^{\left[\eta_{i}\right]}\left[\varphi_{i}\right]\right|+\left|V \theta^{\left[n_{i}\right]}\left[\varphi_{i}\right]\right| \cdot|C \pi|=\left|C \xi_{i}\right|+\left|V \xi_{i}\right| \cdot|C \alpha| \tag{2}
\end{equation*}
$$

In order to establish the lemma a sequence, $\eta \in{ }^{r} \omega$, must be found so that $\psi$ fails unless $\psi=\gamma$. Thete are two cases depending on whether $\mathrm{C} \theta$ is empty or not.

Case 1. $\mathbf{C} \theta=0$. By Lemma $2.28 \boldsymbol{\gamma}$ can be limited to $\psi$ and the nonvariable subterms of $\theta$ in any consideration of whether $\dot{\sim}$ holds for some terms $\pi$ and $\alpha$. Furthermore, if $\otimes$ holds for some terms $\pi$ and $\alpha$ then it holds for terms in which no constants occur. So for any $\gamma$ which is a non-
variable subterm of $\theta$ and for which $\begin{gathered}\text { h holds it follows from (1) that }\end{gathered}$

$$
\begin{equation*}
\frac{\left|V \theta^{|\eta 0|}\right|}{\left|V \theta^{|\eta|}\right|}=\frac{\left|V \xi_{0}\right|}{\left|V \xi_{1}\right|} \cdot \frac{\left|V \varphi_{1}\right|}{\left|V \varphi_{0}\right|} . \tag{3}
\end{equation*}
$$

As $\gamma$ ranges through the non-variable subterms of $\theta$, the right side of (3) takes on only finitely many values. So let $\boldsymbol{\eta}_{\mathbf{1}}=0$ and pick $\boldsymbol{\eta}_{0}$ so large that

$$
\begin{equation*}
\left|V \theta^{\left|\eta_{0}\right|}\right|>|V \theta| \cdot\left[\frac{\left|V \xi_{0}\right|}{\left|V \xi_{1}\right|} \cdot \frac{\left|V \varphi_{1}\right|}{\left|V \varphi_{0}\right|}\right] \tag{4}
\end{equation*}
$$

$\eta$ is arbitrary otherwise. Let $j \in r$ and $\boldsymbol{\gamma}$ be a non-variable subterm of $\theta$. Let $\psi$ be the associate of $\theta$ of type $\eta$ : $j$. कholds for no terms $\pi$ and $\alpha$. (Otherwise (4) would fail.) Suppose $j, k \in r$ and let $\psi_{j}$ be the associate of $\theta$ of type $\eta: j$ and $\psi_{k}$ be the associate of type $\eta: k$. Let $\pi$ and $\alpha$ be terms such that $\psi_{j}[\pi]=\psi_{k}[\alpha]$. Then $\theta^{\left[\eta_{j}+1\right]}\left[\varphi_{j}[\pi]\right]=\theta^{\left[\eta_{j}\right]}\left[\varphi_{j}[\alpha]\right]$ and $\theta^{\left.\mid \eta_{k}+1\right]}\left[\varphi_{k}[\alpha]\right]=\theta^{\left|\eta_{k}\right|}\left[\varphi_{k}[\pi]\right]$. By consideration of the lengths of these terms it follows that $j=k$. Consequently $\left\{\psi_{j}: \psi_{j}\right.$ is the associate of $\theta$ of type $\eta: j$ and $j \in r\}$ satisfies the subterm condition.

Case 11. $\mathbf{C} \theta \neq 0$. Note $\left|C \theta^{\left.\mid \eta_{i}\right]}\left[\varphi_{i}\right]\right|$ is an increasing function of $\eta_{i}$. For each $i \in r$ pick $\eta_{i}$ so large that $\left|\mathrm{C} \theta^{\left[\eta_{i}\right]}\left[\varphi_{i}\right]>|\mathrm{C} \theta|\right.$. Now suppose $\gamma$ is a non-variable subterm of $\theta$ and $\leftarrow$ holds for some terms $\pi$ and $\alpha$. Then (2) must hold and consequently $\left|\mathrm{C} \theta^{\left|\eta_{i}\right|}\left[\varphi_{i}\right]\right|+\left|\mathrm{V} \theta^{\left[\eta_{i}\right]}\left[\varphi_{i}\right]\right| \cdot|\mathrm{C} \pi|=$ $|C \pi|=\left|C \xi_{i}\right|+\left|V \xi_{i}\right| \cdot|C \alpha|$. Therefore $\left|V \xi_{i}\right| \neq 0$ for each $i \in r$. So by algebraic manipulations

$$
\begin{aligned}
&\left|C \xi_{1}\right|-\frac{\left|V \xi_{0}\right|}{\left|V \xi_{1}\right|} \cdot\left|C \xi_{0}\right|=\left[\left|C \theta^{\left|\eta_{1}\right|}\left[\varphi_{1}\right]\right|-\frac{\left|V \xi_{1}\right|}{\left|V \xi_{0}\right|} \cdot\left|C \theta^{\left|\eta_{0}\right|}\left[\varphi_{0}\right]\right|\right] \\
&+\left[\left.\left|V \theta^{\left|\eta_{1}\right|}\left[\varphi_{1}\right]\right|-\frac{\left|V \xi_{1}\right|}{\left|V \xi_{0}\right|} \cdot\left|V \theta^{\left|\eta_{0}\right|}\left[\varphi_{0}| |\right] \cdot\right| C \pi \right\rvert\, .\right.
\end{aligned}
$$

As $\boldsymbol{\gamma}$ ranges through the appropriate subterms of $\boldsymbol{\theta}$ the left-hand side of this equation takes on only finitely many values. Witlout loss of generality, assume $\left|V \varphi_{1}\right| \neq 0$. Pick $\eta_{1}$ so large that

$$
\left.\left|C \theta^{\left|\eta_{1}\right|}\right| \varphi_{1}\right] \left.\left|>\frac{\left|V \xi_{1}\right|}{\left|V \xi_{0}\right|} \cdot\right| C \theta^{i \eta_{0}+1 \mid}\left[\varphi_{0}\right] \right\rvert\,+\left(\left|C \xi_{1}\right|-\frac{\left|V \xi_{1}\right|}{\left|\mathbf{V} \xi_{0}\right|}\left|C \xi_{0}\right|\right) .
$$

and

$$
\left.\left|V \theta^{\left[\eta_{1}\right]}\left[\varphi_{1}\right]\right|>\frac{\left|V \xi_{1}\right|}{\left|V \xi_{0}\right|} \cdot \right\rvert\, V \theta^{\left[\eta_{0}+1\right]}\left[\varphi_{0}| |\right.
$$

for each appropriate $\gamma$, non-variable subterm of $\theta$. By arguing as in case I from this point on the proof is complete.

Theorem 2.30. Let $\theta=Q \varphi_{0} \ldots \varphi_{r-1}$, where $Q$ is an operation symbol of rank $r>1$ and $\varphi_{0}, \ldots, \varphi_{r-1}$ are terms and $V \theta \neq 0$. There is a set $\Sigma$ of terms in the same operation symbols as $\theta$ such that
(i) $\Sigma$ is infinite,
(ii) $\Sigma$ satisfies the subterm condition,
(iii) If $\Delta \cup m(\theta)$ absorbs $\theta$ for $\Gamma$ then $\Delta \cup \Sigma$ for $\Gamma$ and $\Gamma\left\{\psi \approx \theta\left[v_{0}\right.\right.$, $\left.\left.v_{0}, v_{0}, \ldots\right]: \psi \in \Sigma\right\}$.

Proof. Let $\theta^{\prime}=9\left[v_{0}, v_{0}, v_{0}, \ldots\right]$. Each term that absorbs $\theta$ for $\Gamma$ absorbs $\boldsymbol{\theta}^{\prime}$ for $\Gamma$. By Len.ma 2.29 there is a set $\Sigma^{\prime}$ of associates of $\boldsymbol{\theta}^{\prime}$ such that $\Sigma^{\prime}$ has at least two elements and $\Sigma^{\prime}$ satisfies the subterm condition. All associates of $\theta^{\prime}$ are absorbed by all sets $\Delta$, for any $\Gamma$ such that $\Delta \cup \boldsymbol{m}(\theta)$ absorbs $\boldsymbol{\theta}$ for $\Gamma$. By Theorem 2.23 and Example 2.8 there is an infinite set, $\Sigma$, of terms obtained from $\Sigma^{\prime}$ by an interpretation operator in such a way tha. $\Sigma$ has all the desired properties.

It woult be desirable to extend Theorem 2.30 to any non-trivial term $\theta$ in which a variable occurs. Unfortunately, this turns out to be impossible as shown in the next example. This example also serves to demonstrate a set of terms which is jointly $\omega$ universal but fails to satisfy the subterm condition.

Example 2.31. Let $f$ be a unary operation symbol and $B$ be a binary operation symbol and $\theta=f B v_{0} f v_{0}$. For every term, $\varphi$, such that $\theta \approx v_{0} \vdash$ $\varphi \approx v_{0}$, the set $\{\varphi\}$ fails to satisfy the subterm condition. $\{\theta\}$ is jointly universal in every cardinal.

Proof. To see that $\left\{f B v_{0} f v_{0}\right\}$ is jointly $\kappa$ universal let $g: \kappa \rightarrow \kappa$ and note that $\left\langle\kappa, g, p j_{0} \upharpoonright \kappa\right\rangle$, where $p j_{0}$ is the 0 th projection function, insures joint $\kappa$ universality.

Let $\mathscr{\varkappa}=\langle\omega, \bar{f}, \bar{B}\rangle$ where

$$
\bar{f}_{n}= \begin{cases}n-1 & \text { if } n>0 \\ 0 & \text { otherwise }\end{cases}
$$

$$
\bar{B} n m=n+1 \text { for all } n, m \in \omega .
$$

Let $\psi=\langle Z, \hat{f}, \hat{B}\rangle$ where $Z$ is the set of integers and

$$
\begin{aligned}
& \hat{f} n=-n \quad \text { for all } n \in Z, \\
& \hat{B} n m= \begin{cases}m & \text { if } m=-n \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Evidently $\geqslant$ and $\psi$ are models of $\theta \approx v_{0}$ and therefore they are both models of $\varphi \approx v_{0}$. Since 0 is not in the range of $\bar{B}$ but $\varphi^{\Downarrow}$ is onto $\omega$, it follows that $\varphi$ cannot begin with $B$ and so must begin with $f$ (unless $\varphi=v_{0}$ in which case $\{\varphi\}$ cannot satisfy the subterm condition by dc.injtion). Notice that $\{0\}$ is the range of $\left(B v_{0} v_{0}\right)^{* \mathcal{B}}$ and $\hat{B} n 0=\hat{B} 0 n=0$ for $n \in Z$. Hence $f v_{0}$ must be a subterm of $\varphi$. Since $\theta \approx v_{0} \nmid f v_{0} \approx v_{0}$, it follows that $\{\varphi\}$ cannot satisfy the subterm condition.

Example 2.31 indicates only some condition weaker than the subterm condition is usefui and even necessary for the proofs of the main theorems of this paper. In order to get the most information from the next theorem consider the following definition.

Definition 2.32. For any term $\boldsymbol{\theta}, \boldsymbol{\theta}^{+}$is defined by recursion:
(i) $v_{i}^{+}$is $v_{i}$, for $i \in \omega$.
(ii) $(f \varphi)^{+}$is $\varphi^{+}$, for any term $\varphi$ and unary operation symbol, $f$.
(iii) $\left(Q \varphi_{0} \ldots \varphi_{r-1}\right)^{+}$is $Q \varphi_{0}^{+} \ldots \varphi_{r-1}^{+}$, for any operation symbol, $Q$, of rank $r \neq 1$ and any terms $\varphi_{0}, \ldots, \varphi_{r-\frac{1}{2}}$.

So $\theta^{+}$is the term obtained from $\theta$ by deleting all unary operation symbols. Whenever $\boldsymbol{\Sigma}$ is a set of terms $\boldsymbol{\Sigma}^{+}=\left\{\boldsymbol{\theta}^{+}: \theta \in \Sigma\right\}$.

Theorem 2.33. Let $\theta$ be any non-trivial term in which a variable occurs. There is a set $\Sigma$ of terms in the operation symbols of $\theta$ such that
(i) $\Sigma$ is infinite.
(ii) $\Sigma$ is jointly $\kappa$ universal for every infinite cardinal $\kappa$,
(iii) For any set $\Gamma$ of equations and any set $\Delta$ of terms if $\Delta \cup m(\theta)$ absorbs $\theta$ for $\Gamma$ then $\Delta \cup \Sigma$ absorbs $\Sigma$ for $\Gamma$ and $\Gamma \vdash\{\psi \approx \varphi: \psi, \varphi \in \Sigma\}$,
(iv) If an operation symbol of rank different from one occurs in $\theta$ then $\Sigma^{+}$satisfies the subterm condition.

Proof. By virtue of Theorem 2.26 and Corollary 2.6 this theorem is established unless an operation symbol of rank at least two occurs in 0 . So suppose $\theta=H Q \varphi_{0} \ldots \varphi_{r-1}$, where $H$ is a string (possibly empty) of
unary operation symbols, $Q$ is an uperation symbol of rank $r>1$, and $\varphi_{0}, \ldots, \varphi_{r-1}$ are terms. Without any loss of generality assume $v_{0}$ is the only variable occurring in $\theta$. By Lemma 2.29 there is $\eta \in^{r} \omega$ such that $\left\{\psi_{j}: j \in r\right.$ and $\psi_{j}$ is the associate of $\theta^{+}$of type $\left.\eta: j\right\}$ satisfies the subterm condition. For $j \in r$, let

$$
\psi_{j}^{*}=H Q \theta^{\left[\eta_{0} \mid\right.}\left[\varphi_{0}\right] \ldots \theta^{\left[\eta_{j}+1\right]}\left[\varphi_{j}\right] \ldots \theta^{\left|\eta_{r-1}\right|}\left[\varphi_{r-1}\right]
$$

Claim. $\left\{\psi_{j}^{*}: j \in r\right\}$ is jointly $\kappa$ universal for every intinite cardinal $\kappa$.
Proof. Observe that $\psi_{j}^{*+}$ is $\psi_{j}$ - the associate of $\theta^{+}$of type $\eta: j$, for each $j \in r$. Since $\left\{\psi_{j}: j \in r\right.$ and $\psi_{j}$ is the associate of $\theta^{+}$of type $\left.\eta: j\right\}$ is jointly $\kappa$ universal by Corollary 2.6 the task is simple. Any assignment of functions over $:$ to $\left\{\psi_{j}^{*}: j \in r\right\}$ which agrees according to rank is already an assigiment to $\left\{\psi_{j}: j \in r\right.$ and $\psi_{j}$ is the associate of $\theta^{+}$of type $\eta$ : i\} that agre saccording to rank. Any algebra realizing the assignment for the latter sel can be expanded to an algebra realizing the assignment for the former sei by setting all unary operations to the identity.

Let

$$
\Sigma=\left\{\psi_{0}^{*[2]}\left[\psi_{1}^{*[n+1]}\left[\psi_{0}^{*}\left[\psi_{1}^{*}\right]\right]\right]: n \in \omega\right\}
$$

By the cla $m$, Theorem 2.19 and Example $2.8 \Sigma$ is jointly $k$ universal for every infin.te cardinal, $\kappa$. Clearly $\Sigma$ is infinite and furthermore, $\boldsymbol{\Sigma}^{+}$is just the set sho vn to satisfy the subterm condition in Theorem 2.30. Now suppose $\Delta \cup m(\theta)$ absorbs $\theta$ for $\Gamma$. Recall $m(\theta)=\left\{\theta, \varphi_{0}, \ldots, \varphi_{r-1}\right\}$. Hence

$$
\begin{gathered}
\Gamma \vdash\left\{\psi_{0}^{*} \approx \theta, \psi_{1}^{*} \approx \theta, \psi_{0}^{*}\left[\psi_{1}^{*}\right] \approx \theta, \psi_{1}^{*}\left[\psi_{0}^{*}\right] \approx \theta,\right. \\
\left.\psi_{0}^{*}\left[\psi_{0}^{*}\right] \approx \theta, \psi_{1}^{*}\left[\psi_{1}^{*}\right] \approx \theta\right\}
\end{gathered}
$$

Consequently $\Gamma \vdash\{\pi \approx \theta ; \pi \in \Sigma\} \cup\{\pi[\gamma] \approx 0: \pi, \gamma \in \Sigma\}$ and so $\Delta \cup \Sigma$ absorbs $\Sigma$ for $\Gamma$. The proof is complete.

Theorem 2.34. Let $\theta$ be any term in which at least two distinct variables occur. There is a set $\Sigma$ of terms in the operation symbols of $\theta$ such that
(i) $\mid \Sigma \cap\{\varphi: \varphi$ is a term and $V \varphi=n+1\} \mid=\omega$ for every' $n \in \omega$,
(ii) $\Sigma$ is jointly $\kappa$ universal for every infinie: cardinal $\kappa$,
(iii) For any set $\Gamma$ of equations and any set $\Delta$ of rerms if $\Delta \cup m(\theta)$ absorbs $\theta$ for $\Gamma$ then $\Delta \cup \Sigma$ absorbs $\Sigma$ for $\Gamma$ and $\Gamma\{\psi \approx \varphi: \varphi, \psi \in \Sigma\}$,
(iv) $\Sigma^{+}$satisfies the subterm condition.

Theorem 2.34 is an extended version of Theorem 2.33 which will not be used in this paper. It is stated here oniy lor completeness. Theorem 2.34 can be obtained from 2.33 by means of a relatively simple construction, the existence theorem and the reduction theorem. The details are omitted in the interest of brevity.

## Remarks on the history of reduction

This section has been devoted to notions :onnected with reduction. The reduction method has been used frequently in the past. Also many arguments are known from the literature which do not require the method in its full extension but in which various notions like the subterm condition play a decisive role. It seems that the underlying idea has occurred to many people. The crux of the concept is relfected in " $F * \Sigma \vdash F \in$ only if $\Sigma \vdash \epsilon$ " as explained following Remark 2.1. This notion admits the possibility of application in many systems or formalisms that embody ideas like consequence or production. It is therefore not surprising that the reduction method finds its sources in sentential logic on the one hand and on the other, in the various combinatorial systems, like Post normal systems and Thue systems, that were introduced in the study of algorithms.

In sentential logic arguments using the crucial idea behind reduction can be traced to the decade 1920-30. I have in mind Theorems 11, 12, 13, and 28 in [15]. For example, Theorem 28 asserts that there are $2^{\omega}$ complete systems of sentential logic. In sentential logic there are formulas but no terms. Consequently, there can be no subterm condition. But Tarski proved these theorems with help of a "subformula condition" which shares the following property with the subterm condition:

If $\Delta$ satisfies the subformula condition and $\varphi$ is consequence of $\Delta$, then $\varphi$ is a substitution instance of a formula in $\Delta$.
At a later date the subterm condition was tacitly introduced into equational logic to obtain a result entirely analogous to Theorem 28 of [15]. [13] establishes the existence of $2^{\omega}$ equationally complete theories in one binary operation and in the process constructs an infinite set of terms which happens to satisfy the subterm condition. More recently the subterm condition is implicit in [5], [11], [12] and [2], where various extensions of Kalicki's result are proved.

In combinatorial systems related to the theory of algorithms the idea appears in [31] (see p. 268 where Post refers to an earlier paper). In [31] it is established that the correspondence problem for Post normal systems
on three letters is not recursively solvable. Post then nbserves that this result is also true for Post normal systems on two letiers and shows how this reduction works by offering appropriate definitions of three letters in terms of two letters and proceeding much as in the present paper. Later in [31], where he shows that the word problem for a specified Thue system on many letters is not recursively solvable, Post remarks that the same reduction techniques apply. This application was actually carried out in [8] where it is essentially shown that even over semigroups countably many constants may be reduced to two constants. This contrasts with Theorem 2.14 and is probably the historical source of Example 2.9. Hall proves a case of the reduction theorem limited to equations without variables. In [17] Hall's result is translated into a similarity type with two unary operations. Aiso about 1966 Tarski used the reduc ion method to obtain an essent:ally undecidable equational theory in one binary operation. !Cf. Thec em 3.6 below.] [29] includes in the proof of one of its last theorems a 'ersion of Theorem 2.9 and with it what amounts to another special c .se of the reduction theorem. V.L. Murskii [26] sketches a proof of a part of Theorem 3.12 below with the help of a condition slightly scronger than the subterm condition. D. Pigozzi has been able to show that if $\delta$ is a one-to-one system of definitions for $\sigma$ in $\tau$. such that $\sigma$ and $\tau$ are .ecursive and the range of $\delta$ satisfies the subterm condition and is recursivs then $\Theta[\Sigma]_{\sigma}$ has the same Turing degree as $\Theta\left[i n_{\delta}^{*} \Sigma\right]_{\tau}$, for every $\Sigma \subseteq \mathrm{Eq}_{\boldsymbol{\sigma}}$. Finally, it should be noted that Corollary 2.6 is a very natural extension of a theorem of Isbell [10] which concerns only single terms in unary operation symbols.

## Open problems raised by Section 2

(1) [After Jan Mycielski] Let o be a recursive similarity type. Is ( $\Gamma$ : $|\Gamma|<\omega$ and $\Gamma \subseteq \mathrm{Te}_{\sigma}$ and $\Gamma$ is jointly $\omega$ universal \} a recursive set? lt is not difficult to show that $\left\{\Gamma:|\Gamma\rangle<\omega\right.$ and $\Gamma \subseteq \mathrm{Te}_{\boldsymbol{\sigma}}$ and $\Gamma$ satisfies the subterm condition\} is recursive.
(2) Let $\kappa$ be an infinite cardinal and $\Delta$ be a set of terms such that every finite subset of $\Delta$ is jointly $\kappa$ universal. Is $\Delta$ necessarily jointly $\kappa$ universal?
(3) Can the following converse to the reduction theorem be established? "Let $\sigma$ and $\tau$ be similarity types and let $\delta$ be a system of definitions for $\sigma$ in $\tau$. If $\mathrm{in}_{\boldsymbol{\delta}}$ is a reduction of $\boldsymbol{\sigma}$ to $\tau$ then the range of $\delta$ is jointly $|\sigma|+\omega$ universal".
(4) Let $\kappa$ and $\lambda$ be cardinals, let $\sigma$ be a similarity type and let $\kappa \rightarrow{ }_{\sigma} \lambda$ denote that every jointly $\kappa$ universal set of terms of type $\sigma$ is jointly $\lambda$ universal. Describe $\rightarrow_{o}$ as a relation between cardinals for different similarity types, e.g. $\sigma=\{(Q, 2)\}$.
(5) Let $\Sigma$ be a set of terms. Define $\square \Sigma=\{n: n \in \omega$ and $\Sigma$ is jointiy $n$ universal $\}$. For what sets $S \subseteq \omega$ is there a set $\Sigma$ of terms so that $\square \Sigma=S$ ?

## 3. Base undecidable equational theories

A finitely bised equational theory $T$ is base undecidable if the collection of finite bases of $T$ is not recursive. This notion has a sound intuitive base if the similarity type of $T$ is recursive. This section is devoted to the presentation of a quite general condition sufficient to insure that most common finite!y based equational theories are base undecidable. Evidently any finitely based equational theory that is undecidable must also be base undecidable. In his doctoral thesis, P. Perkins showed that the equational theory of a one-element groupoid is base undecidable. This result may be found in [29]. In [36] the question is raised as to which finite algebras turn out to be base undecidaile. In particular, Tarski suggests there that the equational theory of Boolean algebra may be base undecidable. As consequences of theorems in this section many equational theories of finite algebras turn out to be base undecidable, including the equational theory of Boolean algebras. Some base decidable equational theories of finite algebras will be presented in section 4. A theorem announced in [26] is only slightly weaker than Theorem 3.12 (ii) below. The results presented in this paper and those announced by V.L. Murskii were obtained independently and essentially simultaneously.

Definition 3.0.
(i) $T$ is a base decidable equational theory if and only if $T$ is an equational theor, in a recursive similarity type and $\{\Gamma:|\Gamma|<\omega$ and $\Gamma$ is a base for $T$ \} is recursive.
(ii) $T$ is a buse undecidable equational theory if and only if $T$ is a finitely based equational theory and $T$ is not base decidable.
(iii) $T$ is an essentially base undecidable equational theory if and only if $T$ is base undecidable and every finitely based theory extending $T$ (perhaps in a similarity type differing from that of $T$ ) is base undecidable.

## Definition 3.1.

(i) $T$ is a decidable equational theory if and only if $T$ is an equational theory and $T$ is recursive.
(ii) $T$ is an undecidable equational theory if and only if $T$ is an equational theory and $T$ is not recursive.
(iii) $T$ is an essentially undecidable equational theory if and only if $T$ is an undecidable equational theory and every consistent extension of $T$ (perhaps in a similarity type differing from that of $T$ ) is also undecidable.

Theorem 3.2. If $T$ is a finitely based undecidable equational theory then $T$ is base undecidable.

Proof. Let $\Gamma$ be ary finite base for $T$ and notice that for any equation, $\epsilon$, in the similariiy type of $T, \Gamma \cup\{\epsilon\}$ is a base for $T$ if and only if $\epsilon \in T$. Consequently, decision procedure for $\{\Gamma$ : $|\Gamma|<\omega$ and $\Gamma$ is a base for $T$ \} would yield $\cdot$ procedure for $T$.

The well-knowa word problems for Thue systems provide early examples of finitely based undecidable equational theories. In this connection, Post [ 31 i presents a Thue system whose word problem has a negative solution. A Thue system on $n$ letters ca 1 be construed as equational by interpretirg the letters as constant symbols, juxtaposition as a binary operation :.ymbol, the Thue equivalence symbol as the equality symbol, and by inc: ding the associative law in the set of productions of the Thue system under this interpretation. The equations without variables derivable from a Thue system construed in this way will coincide with the productions of the Thue systen.

Tarski announced that a certain finitely based equational theory connected with relation algebras is essentially undecidable in [34]. A finitely based undecidable equational theory in two unary operation symbols, as well as various finitely based undecidable theories of loops and quasigroups, was presented in [17]. The work of Mal'cev proves most useful for this paper.

Theorem 3.3. (Mal'cev [17]) There is a finitely based equational theory Tin two unary operation symbols such that
(i) If $\varphi \approx \psi \in T$ then $V \varphi=V \psi$ and $\varphi$ is a variable just in case $\psi$ is a sariable.
(ii) $T$ is undecidable.

Mal'cev's theorem is not difficult to prove on the basis of the version of the Post-Markov result about the unsolvability of the word problem for some finitely presented semigroup on two generators described by M. Hall [8]. Since every semigroup is isomorphic to a semigroup of functions over some set Mal'cev's theorem follows. Throughout this section $f$ and $g$ are used to denote the two unary operations involved here an' $M$ is a fixed, though otherwise arbitrary finite irredundant base of $T$.

The next theorem is a restatement of a theorem due independently to R.icKenzie and to Tarski and announced in [36].

Theorem 3.4. (cf. Tarski [36]). There is a finite consistent set $\Delta$ of equations in a recursive similarity type and there is a recursive function $F$ whose range is included in the class of all equations such that for any finite set $\Sigma$ of equations in a recursive similarity type $\Delta 1 \prime \Sigma \vdash F \Sigma$ and $F \Sigma \vdash \Sigma \cup \Delta$.

In fact, $\Delta$ turns out to be a certain set of equations closely related to the equational theory of rings. The next theorem seems to be well known but I have been unable to find it mentioned in the literature. Here it may be easily established.

Theorem 3.5. Let $\sigma$ be any non-trivial similarity type. There is a finitely based undecidable equational theory of similarity type $\sigma$.

Proof. Combine Theorem 3.3 with the existence theorem and the reduction theorem.

This result can be sharpened if $\sigma$ has an operation of rank more than one.

Theorem 3.6. ${ }^{2}$ Let $\sigma$ be a similarity type with an operation symbol of rank more than one. There is a one-based equational theory of type $\sigma$ which is essentially undecidable. Moreover, if o has a binary operation symbol then there is a one-based equational theory of type $\sigma$ which includes the commutative law and is essentially undecidable.

The major effort of this section is devoted to decidable equational theories that are, however, base undecidable. Because of the reduction

[^2]theorem it is profitable to first examine theories of a very convenient similarity type $\sigma_{0}$ whose only operation symbols are $f . g . h$, and $k$ and each of these is unary. $\sigma_{0}$ is to be a recursive similarity type. $M$, the fixed base for Mal'cev's theory satisfying Theorem 3.3, is a set of equations of type $\sigma_{0}$. First consider whether $\{\Gamma: \mid \Gamma\}<\omega$ and $\Gamma \subseteq E q_{o_{0}}$ and $\Gamma$ is a base for $\left.E q_{\sigma_{0}}\right\}$ is recursive - i.e. whether $E q_{\sigma_{0}}$ could be base decidable. In order to see that $E q_{o_{0}}$ is base undecidable consider the following definition of a potential base for $\mathrm{Eq}_{\boldsymbol{a}_{0}}$.

Definition 3.7.

$$
\left.B(\varphi \approx \psi)=M \cup\left\{h \varphi\left[k v_{0}\right] \approx h \varphi\left[k v_{1}\right], h \psi\left[k v_{0}\right]=v_{0}\right]\right\}
$$

for every, equation $\varphi \approx \psi$ in the operation symbols $f$ and $g$.
In order to show that $\{B(\varphi \approx \psi): \varphi, \psi$ are terms in $f$ and $g$ and $B(\varphi \approx \psi)$ is a $b_{i}$, for $E q_{\sigma_{0}}$ ) is not recursive the following lemma is useful.

Lemma 3.3. Let $\sigma$ be a similarity type. For any algebra $\mathfrak{*}$ of similarity type o there is an algebra 8 of type $\sigma$ such that
(i) $|B|=|A|+|0|+\omega$;
(ii) If $\varphi, \nu \in \mathrm{Te}_{0}$ and $\mathrm{V} \varphi=\mathrm{V} \psi$ and $\mathcal{U} \vDash \varphi \approx \psi$ then $\mathfrak{B} \vDash \varphi \approx \psi$;
(iii) If $\dot{\varphi}, \psi \in \mathrm{Te}_{\sigma}$ and $\mathrm{V} \varphi=\mathrm{V} \psi$ and $\boldsymbol{\mathcal { W }} \neq \varphi \approx \psi$ then there are $a \in{ }^{|B|}\left({ }^{V_{\varphi}}{ }_{b}\right)$ and $b, c \in{ }^{|B|} B$ such that $a, b$, and $c$ are one-to-one, the range of $b$ is disjoint from the range of $c$, and for each $i \in|D|, \varphi^{* * *} a_{i}=b_{i}$ and $\psi \mathcal{B}^{*} a_{i}=c_{i}$.
 the domain of $\sigma$ and $\alpha \in{ }^{\boldsymbol{Q}} Q_{A}$ let $Q^{\mathscr{M} \alpha_{\alpha}}=Q^{\mathfrak{M}} \alpha$ and for $\alpha \in{ }^{\boldsymbol{\Omega} Q_{A}} \sim^{\boldsymbol{Q} Q_{A}}$ let $Q^{2 \prime \prime} \alpha=\infty$. Let $\kappa=|A|+|\sigma|+\omega$ and finally let $\mathbb{Y}$ be the subalgebra ${ }^{\kappa} y^{\prime}$ generated by (and even with universe) $B=\left\{\alpha: \alpha \in{ }^{\kappa} A^{\prime}\right.$ and at most one element of the range of $\alpha$ is different from $\infty\}$. So $|B|=\kappa$ and $\mathscr{B}$ satisfies conclusion (ii) of the theorem. Now suppose $\varphi, \psi \in \mathrm{Te}_{\boldsymbol{q}}, \mathrm{V}_{\varphi}=\mathrm{V} \psi$, and $\dot{\mu} \neq \varphi \approx \psi$. There are $d \in{ }^{V_{\varphi}} A$ and $e, e^{\prime} \in A$ such that $\varphi^{2^{*}} d=e$ and $\psi^{\mathfrak{2} 1^{*}} d=$ $e^{\prime}$ and $e \neq e^{\prime}$. Let $a \in{ }^{\kappa}\left({ }^{\varphi} \varphi B\right)$ such that $a_{i j}=\left(\infty, \infty, \ldots, d_{j}, \infty, \ldots\right)$ where $d_{j}$ occurs at the $i$ th place, for all $i \in \kappa$ and $j \in V \varphi$. Similarly b, $e \in{ }^{\kappa} B$ are defined so that $b_{i}=\langle\infty, \infty, \ldots, e, \infty, \ldots\rangle$ and $c_{i}=\left\langle\infty, \infty, \ldots, e^{\prime}, \infty, \ldots\right\rangle$ where $e$ and $e^{\prime}$ occur at the $i$ th place, for cach $i \in \kappa$. Then $\varphi \psi^{*} a_{i}=b_{i}$ and $\psi^{\mathscr{B} *} a_{i}=c_{i}$ for all $i \in \kappa$ and (iii) holds.

## Theorem 3.9.

(i) For all $\varphi, \psi \in \mathrm{Te}_{\sigma_{j}}$ if $M \vdash \varphi \approx \psi$ then $B(\varphi \approx \psi) \vdash \varphi \approx \psi$.
(ii) For all terms $\varphi, \varphi^{\prime}, \psi$ and $\psi^{\prime}$ in the operation symbols $f$ and $g$ such that $\mathrm{V} \varphi=\mathrm{V} \psi$ and $\mathrm{V}^{\prime}=\mathrm{V} \psi^{\prime}$ if $M H \varphi \approx \psi$ then $B(\varphi \approx \psi) \vdash \varphi^{\prime} \approx \psi^{\prime}$ $j u s t$ in case $M \vdash \varphi^{\prime} \approx \psi^{\prime}$.
(iii) $\mathrm{Eq}_{a_{0}}$ is essentially base undecidable.

Proof. (i) is immediate since $M \subseteq B(\varphi \approx \psi)$. (iii) follows easily from (ii) by means of Theoreral 3.3. So suppose $\varphi$ and $\psi$ are terms in $f$ and $g$ such that $V_{\varphi}=V \psi$ and $M H \varphi \approx \psi$. Then there is an algebra $\because$ of cardinality $\omega$ such that $\Theta[M]=$ Th 2. . By the Lemma there is an algebra $\mathfrak{B}$ of cardinality $\omega$ such that $\mathcal{B} \vDash M$ and there are $a, b, c \in \omega^{\omega}$ such that $a, b$, and $c$ are one-to-one, the range of $b$ is disjoint from the range of $c$ and $\varphi^{\mathfrak{B} *} a_{i}=$
 expanded to a model of $B(\varphi \approx \psi)$. To this end let $\bar{k}$ be a one-to-one map from $B$ onto the range of $a$ and let $\bar{h}$ be defined in any way such that $\bar{h} b_{i}=a_{0}$ and $\bar{h} c_{i}=\bar{k}^{-1} a_{i}$, for every $i \in \omega$. Then $(\mathscr{B}, \bar{h}, \bar{k})$ is a model of $B(\varphi \approx \psi)$ and the theorem is established.

Of course the base undecidability of $\mathrm{Eq}_{\mathbf{o}_{0}}$ seems a very special result. Nevertheless, it is the foundation that will be used to establish the base undecidability of a much wider class of theories. It is first necessary te extend the definition of $B(\varphi \approx \psi)$.

Definition 3.10. Let $\sigma$ be a similarity type, $\delta$ be a system of definitions for $\sigma_{0}$ in $\sigma, \Gamma \subseteq E q_{\sigma}$ and $\varphi, \psi$ be terms in $f$ and $g . B(\varphi \approx \psi, \delta, \Gamma)$ is the set in ${ }_{\delta}^{*} M \cup\left\{\left(\mathrm{in}_{\delta} h \varphi\left[k v_{0}\right]\right)\left[\gamma_{l}\right] \approx\left(\mathrm{in}_{\delta} h \varphi\left[k v_{1}\right]\right)\left[\gamma_{r}\right]: \gamma \in \Gamma\right\} \cup$ $\left\{\left(\mathrm{in}_{\delta} h \psi\left[k v_{0}\right]\right)[\gamma] \approx \gamma: \gamma \in \boldsymbol{r} \Gamma\right\}$.

Theurem 3.11. Let $\sigma$ be a similarity type, $\delta$ a system of definitions for $\sigma_{0}$ in $\sigma$ such that $\mathrm{in}_{\delta}$ is a reduction. Let $\Gamma \subseteq \mathrm{Eq}_{\sigma}$ such that for any $\varphi, \psi$ in the range of $\delta, t \Gamma$ together with the range of $\delta$ absorbs $\varphi$ for $\Gamma$ and $\Gamma \vdash \varphi \approx \psi$. Let $\gamma$ and $\epsilon$ be equations in $f$ and $g$ such that $\boldsymbol{V \gamma _ { r }}=\mathbf{V} \boldsymbol{\gamma}_{l}$ and $V \epsilon_{r}=V \epsilon_{l}$ and $\epsilon_{r}$ is a variabio just in case $\epsilon_{l}$ is also, then
(i) $M \vdash \epsilon$ if and only if $\Theta[B(\epsilon, \delta, \Gamma)]_{\sigma}=\Theta[\Gamma]_{a}$;
(ii) If $M \nmid \epsilon$ then $M \vdash \gamma$ just in case $B(\epsilon, \delta, \Gamma) \vdash \mathrm{in}_{\delta} \boldsymbol{\gamma}$.

Proof. Since in $n_{\delta}$ is a redi... $\quad \eta M \vdash \epsilon$ if and only if $\mathrm{in}_{6}^{*} M \vdash \mathrm{in}_{\delta} \epsilon$ and $B(\epsilon) \vdash \gamma$ if and only if $\mathrm{in}_{\delta}^{*} B(\epsilon) \vdash \mathrm{in}_{\delta} \gamma$. Now $\Gamma \vdash B(\epsilon, \delta, \Gamma) \cup\left\{\mathrm{in}_{\delta} \epsilon\right\}$ by the absorption hypothesis of the theorem and the properties of $M$ des-
cribed by Theorem 3.3. Furthermore, $\mathrm{in}_{\delta}^{*} B(\epsilon) \vdash B(\epsilon, \delta, \Gamma)$ since each member of $B(\epsilon, \delta, \Gamma)$ is a substitution instance of in ${ }_{\delta}^{*} B(\epsilon)$. Obviously $B(\epsilon, \delta, \Gamma) \cup\left\{\mathrm{in}_{\delta} \epsilon\right\} \vdash \Gamma$, so $B(\epsilon, \delta, \Gamma) \vdash \mathrm{in}_{\delta} \epsilon$ if and only if $\Theta[B(\epsilon, \delta, \Gamma)]_{\sigma}=\Theta[\Gamma]_{\sigma}$. Moreover, $\mathrm{i}: ~ B(\epsilon, \delta, \Gamma) \vdash \mathrm{in}_{\delta} \epsilon$ then $\mathrm{in}_{\delta}^{*} B(\epsilon) \vdash$ $\mathrm{in}_{\delta} \epsilon$ and so $B(\epsilon) \vdash \epsilon$, since $\mathrm{in}_{\delta}$ is a reduction. Consequently, if $B(\epsilon, \delta, \Gamma) \vdash \mathrm{in}_{\delta} \epsilon$ then $M \vdash \epsilon$ by Theorem 3.9. Conversely, if $M \vdash \epsilon$ then $\mathrm{in}_{\delta}^{*} M \vdash \mathrm{in}_{\delta} \epsilon$ and so $B(\epsilon, \delta, \Gamma) \vdash \mathrm{in}_{\delta} \epsilon$. Therefore $M \vdash \epsilon$ if and only if $\Theta[\Gamma]_{\sigma}=\Theta[B(\epsilon, \delta, \Gamma)]_{\sigma}$ and (i) is established. Now suppose $M \forall \epsilon$, then if $B(\epsilon, \delta, \Gamma) \vdash \mathrm{in}_{\delta} \gamma$ then $\mathrm{in}_{\delta}^{*} B(\epsilon) \vdash \mathrm{in}_{\delta} \gamma$ and hence $B(\epsilon) \vdash \gamma$. By Theorem 3.9, if $B(\epsilon, \delta, \Gamma) \vdash \mathrm{in}_{\delta} \gamma$ then $M \vdash \gamma$. On the other hand if $M \vdash \gamma$ then $\mathrm{in}_{\delta}^{*} M \vdash \mathrm{in}_{\delta} \boldsymbol{\gamma}$ and hence $B(\epsilon, \delta, \Gamma) \vdash \mathrm{in} \mathrm{n}_{\delta} \boldsymbol{\gamma}$. In this way (ii) is demonstrated and the theorem is proved.

The next ther, rem can be regarded as the main resu $t$ of this paper. It provides general conditions sufficient to establish thip a many familiar finitely based squational theories are base undecidable.

Theorem 3.12. ( The base undecidability theorem). Let $\sigma$ be a similarity type.
(i) $l_{j} \Gamma \subseteq \mathrm{Eq}_{\sigma},|\Gamma|<\omega$, and there is a non-trivial term $\theta$ such that $\theta \in \mathrm{Te}_{\sigma}, \mathrm{V} \theta \neq 0$, and $t \Gamma \cup m(\theta)$ absorbs $\theta$ for $\Gamma$ then $\Theta[\Gamma]_{\sigma}$ is base undecida'le.
(ii) If 's is a finitely based equational theory and there is a non-trivial term $\theta$ suh that $\theta \approx v_{0} \in T$ then $T$ is essentially base undecidable.

Proof. (ii) is an immediate corollary of (i). By Theorem 2.33 there is a system $\delta$ of definitions for $\sigma_{0}$ in $\sigma$ suc; that $\delta$ is one-to-one, the range of $\delta$ is jointly $\omega$ universal, $t \Gamma$ together with the range of $\delta$ absorbs the range of $\delta$ for $\Gamma$ and $\Gamma \vdash \varphi \approx \psi$ for any $\varphi, \psi$ in the range of $\delta$. By Theorem 2.3, the reduction theorem, $\mathrm{in}_{\delta}$ is a reduction. By Theorem 3.11 $B(\epsilon, \delta, \Gamma)$ is a base for $\Theta[\Gamma]_{\sigma}$ if and only if $M \vdash \epsilon$, for every equation $\epsilon$ in $f$ and $g$ such that $V \epsilon_{l}=V \epsilon_{r}$ and $\epsilon_{l}$ is a variable just in case $\epsilon_{r}$ is also. It follows from Theorem 3.3 that $\left\{B(\epsilon, \delta, \Gamma): B(\epsilon, \delta, \Gamma)\right.$ is a base for $\Theta[\Gamma]_{\sigma}$ and $V \epsilon_{l}=V \epsilon_{r}$ and $\epsilon_{l} \in V$ if and only if $\left.\epsilon_{r} \in V a\right\}$ is not recursive. Consequently, $\Theta[\Gamma]_{\sigma}$ is base undecidable and the theorem is established.

The next few theorems illustrate the extensive range of applications of Theorem 3.12. A theory $\theta$ is said to be a theory of groups (rings, lattices, Boolean algebras, ...) if $\theta$ is definitionally equivalent to the equational
theory of a group (ring, lattice, Boolean algebia, ...) in one of the standard formulations.

Theorem 3.13. Let $T$ be a finitely based consistent equational theory. $T$ is essentially base undecidable if any of the following hold:
(i) $T$ is a theory of groups;
(ii) $T$ is a theory of semilattices;
(iii) $T$ is a theory of lattices;
(iv) $T$ is a theory of rings;
(v) $T$ is a theory of rings with unit;
(vi) $T$ is a theory of Boolean algebras;
(vii) $T$ is a theory of relation algebras.

Proof. The proofs of the different cases above vary only in details from one another. The basic idea is to dis $\quad$ over, in each, a non-trivial term $\theta$ in some standard formulation of the theory so that $\theta \approx v_{0}$ is true and in any definitionally equivalent theory, $\theta$ corresponds to a non-trivial term. In particular, if (i) and (ii) are established in this way then the other cases will follow easily.
I. Take the formulation of group theory in which groups are algebras with two operations: composition and the formation of inverses. Let and ${ }^{-1}$ be the corresponding operation symbols. Let $\delta$ be a definition of $v_{0} \cdot v_{1}$ and let $\gamma$ be a definition of $v_{0}^{-1}$, both in the wider sense, for the similarity type of $T$. Then $2 \subseteq V \delta$ since $T$ is consistent (otherwise $v_{0} \cdot v_{0} \approx$ $v_{0} \cdot v_{1}$ would hold in the standard formulation of $T$ ). Let $\theta$ be the term corresponding by $\delta$ and $\gamma$ to $v_{0} \cdot\left(v_{0} \cdot v_{0}^{-1}\right)$. So $\theta \approx v_{0} \in T$ and $\theta$ is nontrivial. By Theorem 3.12, $T$ is essentially base undecidable.
II. Take the formulation of semilattices as algebras with the operation meet $\wedge$. Let $\delta$ be a definition in the wider sense for $v_{0} \wedge v_{1}$ for the similarity type of $T$. At least the variables $v_{0}$ and $v_{1}$ occur in $\delta$ since $T$ is consistent (otherwise $v_{0} \wedge v_{0} \approx v_{0} \wedge v_{1}$ would hold in the standard formulation of $T$. Let $\theta$ be $\delta\left[v_{0}, v_{0}\right]$. Then $\theta \approx v_{0} \in T$ and $\theta$ is non-trivial so by Theorem 3.12 $T$ is essentially base undecidable.

The remaining cases now follow easily.
Perhaps it should be remarked that what was actually shown in the proof above was that if $T$ is finitely based and $T$ is definitionally equivalent to a theory $T^{\prime}$ such that $T^{\prime}$ is an extension of either a theory of groups or
a theory of semilattices then $T$ is essentially base undecidable. This should be contrasted with the following result.

Theorem 3.14. Every finitely based theory is definitionally equivalent with an essentially base undecidable theory.

Proof. Let $T$ be finitely based and suppose $f$ and $g$ are two unary operation symbols not occurring in $T$. Then $T$ is definitionally equivalent with $\Theta\left[T \cup\left\{f v_{0} \approx v_{0}, g v_{0} \approx v_{0}\right\}\right]$ but by Theorem 3.12 this last theory is essentially base undecidable.

Theorem 3.15. Let $\sigma$ be a non-trivial similarity type. $\mathrm{Eq}_{\boldsymbol{a}}$ is essentially base undecidable.

Proof. Let $\theta$ be a non-trivial term in type $\sigma$. Eq ${ }_{c}$ is fin: tely based and $\theta \approx v_{0} \in$ Eq sc Theorem 3.12 applies.

In the case t.iat $\sigma$ has an operation symbol of rank at least two Theorem 3.15 is esses tially contained in [29].

Theorem 3.16. If $T$ is a finitely based essentially undecidable equational theory then $T$ is essentially base undecidable.

Proof. Sir : :e no finitely based theory in a recursive trivial similarity type can be undecidable, the theorem follows from Theorem 3.2 and Theorem 3.15.

Definition 3.17. Let $\sigma$ be a similarity type. $T$ is the constant theory of type $\sigma$ if and only if $T$ is an equational theory of type $\sigma$ and for all $\mathcal{M} \vDash T$ and all $i, j$ in the domain of $\sigma, O p 24_{i}$ has the same range as $\mathrm{Op} \mathscr{l d}_{j}$ and the range of $\mathrm{Op} 1_{i}$ has exactly one element.
$T$ is the constant theory of type $\sigma$ if and only if $T=\left\{\varphi \approx \psi: \varphi, \psi \in \mathrm{Te}_{\boldsymbol{o}} \sim\right.$ $\mathrm{Va}\} \cup\left\{v_{i}: i \in \omega\right\}$. For any similarity type $\sigma$ the constant theory of type $\sigma$ is equationally complete. For non-trivial finite similarity types the constant theories are base undecidable.

Theorem 3.18. Let $\sigma$ be a finite non-trivial similarity type. The constant theory of type $\sigma$ is base undecidable.

Proof. Let $\theta$ be any non-trivial term of similarity type $\sigma . \theta$ is absorbed by every subset of $\mathrm{Te}_{\mathrm{o}} \sim \mathrm{Va}$ for $T$. Since $\sigma$ is finite $T$ must be finitely based.

Let $\Gamma$ be any finite base for 1 l such that $t \Gamma \cap \mathrm{Va}=0$. By Theorem 3.12 $T$ is base undecidable.

Theorem 3.19. Let $\sigma$ be a similarity type with some operation symbol of rank at least two or at least three unary operation symbols. Every consistent finitely based equational theory of type $\boldsymbol{g}$ has a consistent bue undecidable extension of type $\mathbf{o}$.

Proof. Let $\Gamma \subseteq \mathrm{Eq}_{\sigma}$ and $|\Gamma|<\omega$. For the moment assume that there is a non-variable term $\theta$ such that $\Gamma \vdash \theta \approx v_{0}$. If $\theta$ is non-trivial then $\Theta[\Gamma]_{0}$ is base undecidable. Suppose $\theta$ is trivial. There is a unary operation symbol, say $f$, and a natural number $n>0$ so that $\theta=f^{\prime \prime} v_{0}$. If $m \in \notin$ and $\pi \in T e_{o}$ such that $\Gamma \vdash f^{m} v_{0} \approx \pi$ then $\Gamma \vdash f^{m \cdot(n-1)} \pi \approx f^{m \cdot n} v_{0}$ so $\Gamma \vdash f^{m \cdot(n-1)} \pi \approx v_{0}$. So either $\Theta[\Gamma]_{\sigma}$ is base undecidable or else no operatien symbol different from $f$ occurs in $\pi$ whenever $\Gamma \vdash \pi \approx f^{m} v_{0}$. Assume that $\Theta[\Gamma]_{\sigma}$ is not itself base undecidable. Let $\sigma^{\prime}$ be a similarity type which is the restriction of $\sigma$ to a finite set of operation symbols different from $f$ which include all the operation symbols different from $f$ occurring in $\Gamma$ and such that $\sigma^{\prime}$ is non-trivial. Let $T^{\prime}$ be the constant theory of type $\sigma^{\prime}$. $T^{\prime}$ is base undecidable by Theorem 3.18. Let $T=\Theta\left[T^{\prime} \cup\left\{f v_{0} \approx v_{0}\right\}\right]_{\sigma}$. Evidently, $T \supseteq \Theta[\Gamma]_{\sigma}, T$ is finitely based, and every model of $T^{\prime \prime}$ can be expanded to a model of $T$. Hence $T$ is consistent. Let $\Delta \subseteq \mathrm{Eq}_{\sigma} . \Delta$ is a base for $T^{\prime}$ if and only if $\Delta U\left\{f v_{0} \approx v_{0}\right\}$ is a base for $T$. (Suppose $\Delta \cup\left\{f v_{0} \approx v_{0}\right\}$ is a base for $T$. Let $\mathcal{\varkappa} \vDash T^{\prime}$ and expand $\mathfrak{A t c} \mathfrak{B} \vDash T$. Then $\mathscr{B} \vDash \Delta$ and hence $\notin \vDash \Delta$. This means $T^{\prime} \vdash \Delta$. Let $\mathscr{\mu} \vDash \Delta$ anil expand $\notin$ to $\forall \vDash T$. Then $\notin \vDash T^{\prime}$ and hence $\otimes \vDash T^{\prime}$. This means $\Delta-T^{\prime}$.) Since $T^{\prime}$ is base undecidable it follows that $T$ is base undecidable. Now suppose there is no non-variable term $\theta$ such that $\Gamma \vdash \theta \approx v_{0}$. In this case let $\sigma^{\prime}$ be the restriction of $\sigma$ to any finite non-trivial set of operation symbols including all those occurring in $\Gamma$. Let $T^{\prime \prime}$ be the constart theory for type $\sigma^{\prime}$. Let $T=\Theta\left[T^{\prime}\right]_{0}$. Again $T$ is base undecidable and the proof is complete.

Corollary 3.20. Let $\sigma$ be a similarity type with some operation symbol of rank at least two or at least three unary operation symbols. Every finitely based equationally complete theory of type $\sigma$ is base undecidable.

In Section 4 an example of a finitely based equationally complete base decidable equational theory in two unary operation symbols will be provided.

Theorem 3.21. Let a be a similarity type. If $\Gamma \subseteq \mathrm{Eq}_{\sigma}$ and there is a nontrivial term $\theta$ such that $\mathrm{V} \theta \neq 0$ and $m(\theta) \cup t \Gamma$ absorbs $\theta$ for ${ }^{\Gamma}$ then there is an infinite family 30 " finitely based undecidable subtheories of $\Theta[\Gamma]_{a}$. If, in addition $\Gamma$ is finite and $\Gamma \vdash \theta \approx v_{0}$, then $\mathfrak{J}$ can be.chosen so that every member of has he same finite models as $\Gamma$.

Proof. By Theorem 2.3 : there is a set $\Sigma$ of terms such that
(i) $\Sigma$ is infinite.
(ii) $\Sigma$ is jointly universal in every infinite cardinal.
(iii) $t \Gamma \cup \Sigma$ absorbs $\Sigma$ for $\Gamma$ and $\Gamma \vdash\{\psi \approx \varphi: \psi, \varphi \in \Sigma\}$.
(iv) There are terms $\psi_{\mathrm{C}}, \psi_{1}$ such that $\Sigma=\left\{\psi_{0}^{[2]}\left[\psi_{1}^{[n+1]}\left[\psi_{0}\left(\psi_{1}\right] I\right]\right.\right.$ : $n \in \omega\}$.

Let $\delta \in{ }^{\omega} \Sigma$ such that $\delta$ is one-to-one. For every $k \in \omega$ let $\eta_{k}$ be the system of definitions for the similarity type of $M$ in $\sigma$ uch that $f v_{0}$ is defined by $\delta_{4, r 2}$ and $g v_{0}$ is defined by $\delta_{4 k+\xi}$. Now suppose that $\Gamma$ is finite and that $\Gamma \vdash \theta \approx v_{0}$. (The other case can easily be seen by !implifying the argument below). Let $\Delta=\left\{\delta_{0}\left[\gamma_{l}\right] \approx \delta_{0}\left[\gamma_{r}\right]: \gamma \in \Gamma\right\} \cup\left\{\delta_{1} \approx v_{0}\right\}$. Define $T_{k}$ for $k \in \omega$ as the theory based on $\Delta \cup$ in $_{\eta_{k}}^{*} M \cup\left\{\delta_{4 k+4} \approx \delta_{4 k+5}\right\}$.

Claim: 1. $T_{k}$ is undecidable for each $k \in \omega$.
Proof. Let $थ$ be an algebra such that $\operatorname{Th} \|=\Theta\left[\mathrm{in}_{n_{k}}^{*} M\right]_{\sigma}$ and $|A|=\omega$. Let 8 be an a gebra so that $\delta \frac{18}{}$ has a one-element range, $\delta_{1}^{9+*}$ is the identity function on $A_{,} \delta_{4 k+2}^{9}=\delta_{4 k+2}^{2}, \delta_{4 k+3}^{8}=\delta_{4 k+3}^{91}, \delta_{4 k+4}^{8}=\delta_{4 k+5}^{Y}$, and otherwise so that $\delta_{4 j+4}^{\mathscr{B}} \neq \delta_{4 j+5}^{\mathfrak{Y}}$. Then $\mathcal{\xi} \vDash T_{k}$ and for every equa'ion $\epsilon$ in $f$ and $g, \mathcal{B} \dot{\circ} \mathrm{in}_{\eta_{k} \in \text { if }}$ and only if $\mathscr{Y} \vDash \mathrm{in}_{\eta_{k} \in} \in$ if and only if $M \vdash \epsilon$. Since $\mathrm{in}_{n_{k}}^{*} M \subseteq T_{k}$ this means that $T_{k}$ is undecidable by Theorem 3.3.

Claim 2. $\Gamma \vdash T_{k}$, for all $k \in \omega$.
Proof. This is a consequence of (iii).
Claim 3. If $\because$ is a finite model of $T_{k}$ then $\mathcal{M} \vDash \Gamma$, for all $k \in \omega$.
Proof. $\mathcal{A} \in \delta_{1} \approx v_{0}$ so $\delta \mathcal{H}$ is one-to-one and onto. By (iv) .nd the finite
 that $\delta_{0}^{2 *}$ is one-to-one and onto and hence invertible. Since $\mathcal{V} F\left\{\delta_{0}\left[\gamma_{l}\right] \approx\right.$ $\left.\delta_{0}\left[\gamma_{r}\right]: \gamma \in \Gamma\right\}$, this means that $\mathcal{V}=\Gamma$.

The claims complete the proof of the last sentence of the theorem. The alteration needed to prove the first sentence is the , leletion of $\Delta$ from the definition of $T_{k}$. Then claims 1 and 2 still hold and so the theorem follows.

It should be remarked that, in any finite similarity ivpe, the set of finite
bases of any finitely based equational theory is recursively enumerable. For every recursively enumerable Turing degree $e$ there is a finitely presented semigroup on two generators which has a word problem of degree $e$. Such semigroups are provided in [4]. It is therefore possible to obtain a finite set, $M_{e}$, of equations in $f$ and $g$ such that $\Theta\left[M_{e}\right]$ has Turing degree c. It follows that for all equational theories $T$ in recursive similarity "pes which fulfill the hypotheses of the base undecidability theorem, the set of finite bases of $T$ has the largest possible recursively enumerable degree: 0 '.

## Problems raised by Section 3

(1) Let $a$ be a finite non-trivial similarity type. Is the constant theory of similarity type $\sigma$ essentially base undecidable?
(2) If $T$ is a one-based base undecidable theory, is $\{\epsilon: \Theta[\epsilon]=T\}$ ever recursive?
(3) Is the set $\{\mathscr{R}: A \in \omega$ and $\mathscr{X}$ is a finitely based groupoid \} recursive!
(4) Is there a finitely based undecidable theory of groups? Murskii [25] provides a finitely based undecidable theory of semigroups and Mal'cev [17] provides various finitely based undecidable thearies of quasigroups and loops. The Boone-Novikov construction (cf. [3], [27]) yields a finitely based undecidable theory of groups with several additional constants.
(5) The behavior of base undecidability with respect to definitional tquivalence is largely unexplored. Is there a reasonable condition, independent of Theorem 3.12, on theories $T$ such that if $T$ is base undecidable then so is every theory definitionally equivalent with $T$ ?

Problem 3 is perhaps the most challenging. It was raised in [36], though it has received consideration earlier (cf. P. Perkins' doctoral thesis, Berkeley, 1966).

## 4. Base decidable theories

The purpose of this Section is to investigate base decidable theories. Considering the base undecidability theorem, it is to be expected that base decidable theories occur infrequently amongst the nore familiar finitely based theories. Though many of the examples of base decidable theories presented here are rooted in semigroups, several are simply artificial. Part of the energy that generated these examples stemmed
from an investigation of the connection between the base decidability of a theory and whether it could have arbitrarily large finite irredundant bases．The reason for suspecting such a connection is contained in the following theorem．

Theorem 4．0．Let o be a similarity type．If $\Gamma \subseteq \mathrm{Eq}_{c}, \Gamma$ is finite，and there is a non－trivial term $\theta$ such that $\mathrm{V} \theta \neq 0$ and $m(\theta) \cup t \Gamma$ absorbs $\theta$ for $\Gamma$ then $\Theta[\Gamma]_{\sigma}$ has irredundant bases of arbitrarily large finite cardinality （i．e．$\nabla \Theta[\Gamma]_{\sigma}$ is infinite）．

Proof．By Theorem 2.33 there is a set $\Sigma$ of terms so that $\Sigma$ is infinite and jointly $|\sigma|+\omega$ universal and $\Sigma \cup t \Gamma$ absorbs $\Sigma$ for $\Gamma$ and $\Gamma \vdash\{\psi \approx \varphi$ ： $\psi, \varphi \in \Sigma\}$ ．Let $\delta \in{ }^{\omega} \Sigma$ such that $\delta$ is one－to－one．

For $n \in \omega$ iet
a

$$
\begin{aligned}
\Delta,= & \left\{\delta_{i}[\gamma] \approx \gamma: \gamma \in t \Gamma \text { and } i \in n\right\} \\
& \cup\left\{\delta _ { 0 } \left[\delta_{1}\left[\ldots \delta_{n-1}\left[\gamma_{l}\right] \ldots\right] \approx \delta_{0}\left[\delta_{1}\left[\ldots \delta_{n-1}\left[\gamma_{r}\right] \ldots\right]: \gamma \in \Gamma\right\} .\right.\right.
\end{aligned}
$$

Then $\Delta_{n}+\cdot \Gamma$ for each $n \in \omega$ and，since $t \Gamma$ absorbs the range of $\delta$ for $\Gamma$ ti follc ws that $\Gamma \vdash \Delta_{n}$ ．Hence $\Theta[\Gamma]_{\sigma}=\Theta\left[\Delta_{n}\right]_{\sigma}$ ．For each $n \in \omega$ ，let $\Lambda_{n}$ be an i．redundant subset of $\Delta_{n}$ such that $\Theta[\Gamma]_{\sigma}=\Theta\left[\Lambda_{n}\right]_{\sigma}$ ．

Claim For each $n \in \omega \sim 2$ and $i \in n$ there is $\gamma \in t \Gamma$ such that $\delta_{i}[\gamma] \approx$ $\boldsymbol{\gamma} \in \Lambda_{n}$ ．

Proof．Suppose otherwise and，without loss of generality that

$$
\Lambda_{n} \subseteq \Delta_{n} \sim\left\{\delta_{n-1}[\gamma] \approx \gamma ; \gamma \in t \Gamma\right\}
$$

Since $\left\{\delta_{j}: j \in n\right\}$ is jointly $|\sigma|+\omega$ universal let $\geqslant \in$ be an algebra of type $\sigma$ so that $\delta_{j}^{2 /}$ is the identity function on $A$ if $j<n-1$ and $\delta \alpha_{n-1}^{*}$ is a con－ stant function．Then $\mathcal{A} \vDash \Delta_{n} \sim \delta_{n-1}[\gamma] \approx \gamma: \gamma \in\{\Gamma\}$ ．So $\boldsymbol{\forall}=1=\Lambda_{n}$ and therefore $\nVdash \vDash \Gamma$ ．But $⿴ 囗 十 \not \not \neq \delta_{n-1} \approx \delta_{0}$ and thus $\Gamma \nvdash \delta_{n-1} \approx \delta_{0}$ but this is contrary to $\Gamma \vdash\{\psi \approx \varphi: \psi, \varphi \in \Sigma\}$ ．So the claim is finished．

It follows from the claim that $\left|\Lambda_{\boldsymbol{n}}\right| \geqslant \boldsymbol{n}$ for each $n \in \omega \sim 2$ ．So the theorem is established．
$\ln$［36］，it was announced that if $T$ is a finitely based equational theory and there is a term $\theta$ in which $v_{0}$ occurs at least twice，such that $\theta \approx v_{0} \in T$ then $\nabla T$ is infinite．Theorem 4.0 extends this result．Theorems 3．12， 3.21 and 4.0 have essentially the same hypotheses，though different conclusions．

Below, a finitely based theory $T$ of commutative semigroups is presented such that $T$ is base decidable, $\nabla T$ is infinite, and $T$ has infinitely many finitely based undecidable subtheories. Another finitely based theory $T$ of commutative semigroups is provided that is base decidable so that $\nabla T$ is finite, $T$ is the theory of a finite algebra, but $T$ has infinitely many essentially different irredundant bases. It is not known whether c rery fini; . . ly based theory $T$ in a recursive similarity type such that $\nabla T$ is $f_{i n i t e}$ is base decidable.

Because semigroups play such a role in this section, - is introduced as a binary operation symbol and terms are constructed so that $(\varphi \cdot \psi)$ is the term resulting from applying - to $\varphi$ and $\psi$. "(" and ")" must be added to the fundamental symbcls of equational logic. The similarity type having - as its only operation symbol is taken to be recursive. Whenever $\varphi$ is a term in - then $\varphi^{1}$ is $\varphi$ and $\varphi^{n+1}$ is $\varphi \cdot \varphi^{n}$ for each $n \in \omega \sim 1$. This should give rise to no confusion with the notation of previous sections in what follows.

Definition 4.1. ${ }^{3}$ Let $\sigma$ be any similarity type.
(i) For each $i \in \omega$ and $\theta \in \mathrm{Te} \boldsymbol{e}_{\sigma}$, let $i(\theta)$ be the number of times $v_{i}$ occurs in $\theta$.
(ii) For each $Q$ in the domain of $\sigma$ and $\theta \in \mathrm{Te}_{\sigma}$, let $Q[\theta]$ be the number of times $Q$ occurs in $\theta$. • $[\theta]$ is the number of times - occurs in $\theta$.
(iii) For $\Gamma \subseteq E q_{\sigma}$, let $R \Gamma=\left\{\gamma_{l}[\theta] \approx \gamma_{r}[\theta]\right.$ : either $\gamma \in \Gamma$ or $\gamma_{r} \approx \gamma_{j} \in \Gamma$ and $\theta \in{ }^{\omega} \mathrm{Te}_{\boldsymbol{\sigma}}$ and $V \theta_{i}=\{0\}$ for each $\left.i \in \omega\right\}$.
(iv) Let $\epsilon \in E q_{\sigma} . \epsilon$ is balanced if and only if $i\left(\epsilon_{l}\right)=i\left(\epsilon_{r}\right)$ and $Q\left[\epsilon_{l}\right]=$ $Q\left[\epsilon_{r}\right]$, for each $i \in \omega$ and each $Q$ in the domain of $\sigma$ such that $\sigma Q<1$.

As a matter of convenience the greatest common divisor of the empty set is taken to be 0 and $\min 0=0 . n \mid m$ means $n$ divides $m$ for every $m, n \in \omega$.

Lemma 4.2. Let $\Gamma$ be a set of equations in the operation symbol $\cdot$. Let $m=\min (\{\cdot[\theta]+1:$ there is a term $\pi$ such that either $\pi \approx \theta \in \Gamma$ or $\theta \approx \pi \in \Gamma$ and $\cdot[\theta] \neq \cdot[\pi]\} \cup\{\cdot[\theta]+i(\theta)+1: i \in \omega$ and there is a term

[^3]$\pi$ such that either $\pi \approx \theta \in \Gamma$ or $\theta \approx \pi \in \Gamma$ and $i(\theta) \neq i(\pi)\})$. Let $r$ be the greatest common divisor of $\left\{i\left(\gamma_{l}\right)-i\left(\gamma_{r}\right): i \in \omega\right.$ and $\left.\gamma \in \Gamma\right\}$. Then
\[

$$
\begin{align*}
& \Theta\left[\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right)\right\} \cup R \Gamma\right\}=\cdot  \tag{i}\\
& \quad=\Theta\left[\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right), v_{0}^{m} \approx v_{0}^{m+r}\right\}\right]
\end{align*}
$$
\]

$$
\begin{equation*}
\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{1}\right)\right\} \cup \Gamma \vdash v_{0}^{m^{\prime}} \approx v_{0}^{m^{\prime}+r^{\prime}} \tag{ii}
\end{equation*}
$$

if and only if $m^{\prime} \geqslant m$ and $r \mid r^{\prime}$, for every $m^{\prime}, r^{\prime} \in \omega \sim 1$.
The proof of this lemma is elaborate but uninteresting, essentially some easy number-theoretical manipulations combined with rules of inference for equational logic. For brevity the proo is not given. In any case, some of the principles used in the proof of thi; lemma arise again in the proof of the next theorem.

Theorem 4.3. Let $m \in \omega \sim 2$ and $r \in \omega$. Let $T$ be the theory based on

$$
\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right), v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0} \cdot v_{0}^{m} \approx v_{0}^{m+r}\right\}
$$

$T$ is bace decidable and $\nabla T$ is infinite if $r>0$.

Proof. If $\boldsymbol{\gamma} \in T$ then $\mathrm{V}_{\boldsymbol{l}}=\mathrm{V} \boldsymbol{\gamma}_{\boldsymbol{r}}$.
Claim 1. $\boldsymbol{\gamma} \in T$ if and only if $r \mid i\left(\gamma_{l}\right)-i\left(\gamma_{r}\right)$ and either $i\left(\gamma_{l}\right)=i\left(\gamma_{r}\right)$ or $\min \left(i\left(\gamma_{l}\right), i\left(\gamma_{r}\right)\right) \geqslant m$, for each $i \in \omega$.

Proof. Suppose $\gamma$ satisfies the corditions on the right side. Let $r_{i}=\left|i\left(\gamma_{l}\right)-i\left(\gamma_{r}\right)\right|$ and $m_{i}=\min \left(i\left(\gamma_{l}\right), i\left(\gamma_{r}\right)\right.$. By Lemma 4.2, $v_{i}^{m_{i}} \approx$
 in $T$ then $\gamma \in T$.

Conversely, suppose $\gamma \in T$. Let $k \in \omega$ such that $\mathrm{V}_{\boldsymbol{l}} \subseteq k$ and let $\chi=v_{0}^{m} \cdot v_{1}^{m} \cdot \ldots \cdot v_{k}^{m}$. For $i, j \in \omega$ let

$$
\because \theta_{i j}= \begin{cases}v_{0} & \text { if } i=j, \\ v_{0}^{k} & \text { if } i \neq j,\end{cases}
$$

and $\theta_{i}=,\left\langle\theta_{i, j}: j \in \omega\right)$. Let $r_{i}=\left|i\left(\gamma_{l}\right)-i\left(\gamma_{r}\right)\right|$ for $i \in \omega$. Let $q \in \omega$.

$$
\chi\left[\theta_{q}\right] \cdot \gamma_{l}\left[\theta_{q}\right] \approx x\left[\theta_{q}\right] \cdot \gamma_{r}\left[\theta_{q}\right] \in T
$$

so there are $p_{q} \in \omega \sim m$ and $\alpha_{q} \in \omega$ such that

$$
v_{0}^{p_{q}+d_{q} r+r_{q}} \approx v_{0}^{p_{q}} \in T
$$

or else

$$
v_{0}^{p_{q}+r_{q}} \approx v_{0}^{p_{q}+d_{q} r} \in T .
$$

Then by Lemma $4.2 v_{0}^{p} q \approx v_{0}^{p} q^{+r_{q}} \in T$ and by Lemma 4.2 again $r \mid r_{q}$. Now suppose $q\left(\gamma_{l}\right)>q\left(\gamma_{r}\right)$. Since both the commutative law and the associative law are balanced and since $T \vdash \gamma$, by the definition of derivation there must be a term $\varphi$ such that either $\varphi^{m}$ or $\varphi^{m+r}$ is a subterm of $\gamma_{r}$ and furthermore $v_{q}$ occurs in $\varphi$. Therefore $q\left(\gamma_{r}\right) \geqslant m$. The claim is proven.

In particular, $\boldsymbol{T}$ is decidable.
Claim 2. Let $\Delta$ be a set of equations. $\Delta$ is a base for $T$ if and only if
(1) $T \vdash \Delta$;
(2) The commutative law is in $\Delta$;
(3) One of the sixteen commutations of the associative law is in $\Delta$;
(4) $r$ is the greatest common divisor of $\left\{i\left(\gamma_{l}\right)-i\left(\gamma_{r}\right): \gamma \in \Delta\right.$ and $\left.i \in \omega\right\}$;
(5) $m=\min (\{\cdot[\theta]+1:$ there is a term $\pi$ such that either $\pi \approx \theta \in \Delta$ or $\theta \approx \pi \in \Delta$ and $\cdot[\theta] \neq \cdot[\pi]\} \cup\{\cdot[\theta]+i(\theta)+1: i \in \omega$ and there is a term $\pi$ such that either $\theta \approx \pi \in \Delta$ or $\pi \approx \theta \in \Delta$ and $i(\theta) \neq i(\pi)\}$ ).

Proof. Suppose (1) -(5) hold. Then $T \vdash \Delta$ and both the commutative and associative laws are derivable from $\Delta$. Lemma 4.2 together with (4) and (5) insures that $\Delta$ is a base for $T$.

To demonstrate the converse, suppose $\Delta$ is a base for $T$. (1) is immediate and (2) and (3) follow from the definition of derivation considering $m \geqslant 2$. By Lemma 4.2(i)

$$
\begin{aligned}
& \left.\Theta\left[\left\{v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right)\right\} \cup R \Delta\right]= \\
& \quad=\Theta\left[\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right), v_{0}^{m} \approx v_{0}^{m+r}\right\}\right]
\end{aligned}
$$

By Lemma 4.2(ii), (4) and (5) are fulfilled. The claim is established.
Claims 1 and 2 provide a decision procedure that determines which finite sets of equations are bases for $T$ and so $T$ is base decidable.

Now suppose $r>0$. For each $n \in \omega \sim 1$ there is $s_{n} \in{ }^{n}(\omega \sim 1)$ such that $s_{n}$ is one-to-one and $r$ is the greatest common divisor of the range of $s_{n}$ but not of any proper nonempty subset of the range of $s_{n}$. Let
$\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right), v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0}\right\} \cup\left\{v_{0}^{m} \approx v_{0}^{\left.m+s_{n j} ; j \in n\right\} . ~}\right.$ By Lemma $4.2 \Delta_{n}$ is a base for $T$ and $\Delta_{n}$ is irredundant by construction. So $\nabla T$ is infinite and the theorem is established.

Example 4.4. Let $T$ be the theory based on $\left\{\left(v_{0} \cdot v_{0}\right) \cdot\left(v_{0} \cdot v_{0}\right) \approx v_{0} \cdot v_{0}\right\}$ $T$ is base undecidable but $T$ is not essentially base ur decidable. In addition, $T$ has infinitely many finitely based undecidable subiheories but $T$ is itself decidable.

Proof. Let $\theta$ be $\left(v_{0} \cdot v_{0}\right) \cdot\left(v_{0} \cdot v_{0}\right)$. Then $\theta$ is non-trivial and $m(\theta)=$ $\left\{\theta, v_{0} \cdot v_{0}\right\}$. Observe that $m(\theta)$ absorbs $\theta$ for $\left\{\left(v_{0} \cdot v_{0}\right) \cdot\left(v_{0} \cdot v_{0}\right) \approx\right.$ $\left.v_{0} \cdot v_{0}\right\}$. So that by Theorems 3.12 and 3.21 the undecidability results mentioned follow. By Theorem 4.3 the extension of $T$ by the addition of the commutative and associative laws is base decidable. Therefore $T$ is not essentialy base undecidable. The decidability of $T$ can either be seen by an ex. austive analysis or by employing the result of Pigozzi mentioned in t.ie remarks at the end of Section 3. Let $\delta$ be the system of definitions for $f$ in - such that $f v_{0}$ is defined as $v_{0} \cdot v_{0}$. By Pigozzi's theorem $T$ tas the same Turing degree as the theory based on $f^{2} v_{0} \approx$ $f v_{0}$. This last theory is easily seen to be decidable; in fact it is

$$
\left\{f^{n+1} v_{i} \approx f^{m+1} v_{i}: n, m, i \in \omega\right\} \cup\left\{v_{i} \approx v_{i}: i \in \omega\right\}
$$

Example :.5. Let $f$ and $g$ be two unary operation symbols. The theory based on $\left\{f v_{0} \approx v_{0}, g v_{0} \approx g v_{1}\right\}$ is equationally complete and base decidable. In fact, this theory is the only equationally complete based decidable finitely based equational theory in a non-trivial similarity type, up to renaming the operation symbols and including constant symbols.

Proof. Let $T$ be the theory based on $\left\{f v_{0} \approx v_{0}, g v_{0} \approx g v_{1}\right\} . \varphi \approx \psi \in T$ if and only if $g$ occurs in both $\varphi$ and $\psi$ or else $V \varphi=V \psi$ and $g$ occurs in neither $\varphi$ nor $\psi . T$ is therefore decidable and equationally complete.

Claim. $\Delta$ is a base for $T$ if and only if
(1) $T \vdash \Delta$.
(2) For some $i \in \omega$ and $n \in \omega \sim 1$, either $v_{i} \approx f^{\prime \prime} v_{i} \in \Delta$ or $f^{n} v_{i} \approx v_{i} \in \Delta$.
(3) 1 is the greatest common divisor of $\left\{|n-m|: f^{n} v_{i} \approx f^{m} v_{i} \in \Delta\right.$ and $i, n, m \in \omega\}$.
(4) For some $\boldsymbol{\gamma} \in \Delta, V \boldsymbol{\gamma}_{\boldsymbol{l}} \neq \mathrm{V} \boldsymbol{\gamma}_{\boldsymbol{r}}$.
(5) For some $\boldsymbol{\gamma} \in \Delta, g$ occurs exactly once on one side of $\gamma$ and either $\mathbf{V} \boldsymbol{\gamma}_{\boldsymbol{1}} \neq \mathbf{V} \boldsymbol{\gamma}_{\boldsymbol{r}}$ or else $\boldsymbol{g}$ occur at least twice on some side of $\boldsymbol{\gamma}$.

Proof. Suppose $\Delta$ is a base for $T$. Then $\Delta \vdash f v_{0} \approx v_{0}$. (2) and (3) follow by easy induction on derivations. (1) is immediate. (4) holds since $\Delta \vdash g v_{0} \approx g v_{1}$. (5) holds because otherwise $\langle 3, h, k\rangle \vDash \Delta$ where $h$ is the identity function on 3 and $k()=1, k(1)=0, k(0)=0$.

Conversely, suppose $\Delta$ satisfies (1)-(5). By (2) and (3) $\Delta \vdash f v_{0} \approx v_{0}$. Then by (4) and (5) $\Delta \vdash g v_{0} \approx g v_{1}$. So by (1) $\Delta$ is a base for $T$.

The claim is enough to insure that $T$ is base decidable. Let $T^{\prime}$ be any other equationally complete finitely based theory in $f$ and $g$. If $T^{\prime}$ is the constant theory then $T^{\prime}$ is base undecidable by Theorem 3.18. Otherwise there must be a non-trivial terr. $\theta$ so that $\theta \approx v_{0} \in T^{\prime}$ and by Theorem $3.12 T^{\prime}$ is essentially base undecidable. By Corollary 3.20 all other cases follow.

Definition 4.6. Let $\Delta$ and $\Gamma$ be sets of equations. $\Delta$ and $\Gamma$ are essentially the same if and only if for every $\epsilon \in \Delta \sim \mathrm{Ta}$ and $\gamma \in \Gamma \sim \mathrm{Ta}$ there are permutations $\eta$ and $\pi$ of $V$ a such that

$$
\gamma_{l}\left[\left\langle\eta v_{i}: i \in \omega\right)\right] \approx \gamma_{r}\left[\left\langle\eta v_{i}: i \in \omega\right\rangle\right] \in \Delta
$$

or else

$$
\gamma_{r}\left[\left\langle\eta v_{i}: i \in \omega\right\rangle\right] \approx \gamma_{l}\left[\left\langle\eta v_{i}: i \in \omega\right\rangle\right] \in \Delta
$$

and

$$
\epsilon_{l}\left[\left\langle\pi v_{i}: i \in \omega\right\rangle\right] \approx \epsilon_{r}\left[\left\langle\pi v_{i}: i \in \omega\right\rangle\right] \in \Gamma
$$

or else

$$
\epsilon_{r}\left[\left(\pi v_{j}: i \in \omega\right)\right] \approx \epsilon_{l}\left[\left\langle\pi v_{i}: i \in \omega\right)\right] \in \Gamma .
$$

Two seits of equations are essentially the same if, aside from tautologies, the renaming of variables, and changing the symmetry of their members, they are identical. $\Gamma$ and $\Delta$ are essentially different if they are not essentially the same. If $T$ is a finitely baser, decidable theory such that any maxima! set of pairwise essentially different irredundant tases is recursive, then $T$ must be base decidabie. It should also be noted that if $\Gamma$ is a set of balanced equations, then $\Theta[\Gamma]$ is also a set of balanced equations, as is easily estatlished by induction on derivations.

Theorem 4.7. If $T$ is a finitely based theory in a finite recursive similarity type and $T$ is a set of balanced equations then $T$ is decidable, $\nabla T$ is finite, every set of pairwise essentially different irredundant bases of $T$ is finite, and $T$ is base decidable.

Proof. It is sufficient to establish that $T$ is decidable and that every set of pairwise essentially different irredundant bases of $T$ is finite. Let $\theta$ be any term. Then there are only finitely many terms $\varphi$ such that $\theta \approx \varphi$ is balanced, since the similarity type is finite. Hence, there are only finitely many one-toone sequences of such terms. Since $T$ is balaaced, $\theta \approx \varphi$ must have a derivation appearing as one of these sequences if $T \vdash \theta \approx \varphi$. Because $T$ is finitely based, there is a recursive procedure which determines if any given finite sequence of terms is a derivation from $T$. Hence $T$ is decidable.

Let $k$ be the total number of occurrences of variables, constants, and unary operation symbols in some fixed though arbitrary finite base of $T$. Let $\Delta$ be the set of all balanced equations $\epsilon$ such that $V \epsilon_{l} \cup V \epsilon_{r} \subseteq k$ and such that no variable, constant, or unary operation symbol occurs in $\epsilon$ more than $2 k$ times. For any term $\theta$ let $\theta^{*}$ be term obtained from $\theta$ by renaming the variahies from left to right so that if $n$ distir ct variables occur in $\theta$ then $\mathrm{VC}^{*}=n$. Evidently ${ }^{*}$ can be defined in sl'sh a way as to be recursive. If $\Sigma$ i. a set of equations $\Sigma^{*}=\left\{\varphi^{*} \approx \psi^{*}: \varphi \approx \psi \in T\right\}$. Notice that $\Sigma$ and $\Sigma^{*}$ are e: sentially the same.

Claim. If $\Sigma$ is a base for $T$ then $\Sigma^{*} \cap \Delta$ is a base for $T$.
Proof. Let $\Gamma$ be a base for $T$ such that $\Gamma \subseteq \Delta$. Let $\varphi \approx \psi \in \Gamma$. Then $\Sigma \vdash \varphi \approx \psi$ and so $\Sigma^{*} \vdash \varphi \approx \psi$. From the definition of derivation and $\Gamma \subseteq \Delta$ it folk ws that $\Sigma^{*} \cap \Delta \vdash \varphi \approx \psi$. Consequently $\Sigma^{*} \cap \Delta \vdash \Gamma$ and so $\Sigma^{*} \cap \Delta$ is a base for $T$.

Let $\Sigma$ be any irredundant set of equations, then $\Sigma^{*}$ is irredundant. By the claim if $\Sigma$ is an irredundant base for $T$ then $\Sigma * \subseteq \Delta$. But $\Delta$ is finite so there are only finitely many essentially different irredundant bases of T. this proves the theorem.

Observe that the limitations imposed on the occurrence of constants and unary operation symbols by the definition of balanced equations are essential in this theorem. By considering Mal'cev's undecidable theory in Theorem 3.3 or a finitely presented semigroup with an unsolvable word problem it is easy to see that the decidability of $T$ can fail if these limitations are relaxed. On the basis of Theorem 3.12, the base undecidability theorem, it would also be easy to construct examples violating the base decidability of $T$ but which would still be decidable.

The next theorem is based on a suggestion of Ralph McKenzie and serves to show that the connection between $\nabla T$ and the base decidability of $T$ is at least not entirely simple.

Theorem 4.8. If $T$ is a theory of commutative sc nigroups and $T H v_{0}^{n-1} \approx v_{1}^{n-1}$ and $T \vdash\left\{v_{0} \cdot v_{1} \cdot \ldots \cdot v_{n-1} \approx v_{n}^{n}, v_{0} v_{1}^{n-2} \approx v_{0}^{2} v_{1}^{n-3}\right\}$ for some $n \in \omega \sim 4$ then
(i) $\nabla T$ is finite,
(ii) $T$ is finitely based and base decidable,
(iii) T has infinitely many essentially different irredundant bases.

Proof. The proof is presented as a sequence of 12 claims. $\varphi$ and $\psi$ range over terms. The notion of length is modified so that $L \varphi$ denotes the number of occurrence of variables in $\varphi$.
(1) If $T \vdash \varphi \approx \psi$ and $L \varphi<n$ then $\mathrm{L} \varphi=\mathrm{L} \psi$.

Proof. Observe that $T \vdash v_{6}^{n} \approx v_{1}^{m}$ whenever $m>n$. Recall that $T \not H_{0}^{n-1} \approx$ $v_{1}^{n-1}$. Now $T \vdash v_{0}^{\mathrm{L} \varphi} \approx v_{0}^{\mathrm{L} \psi}$ by substituting $v_{0}$ for all variables in $\varphi \approx \psi$. Since $L \varphi<n$ it follows $L \psi<n$ and furthermore

$$
T \vdash v_{0}^{\mathrm{L} \varphi+n-(L \varphi+1)} \approx v_{0}^{\mathrm{L} \psi+n-(L \varphi+1)} .
$$

Consequently

$$
T \vdash v_{0}^{n-1} \approx v_{0}^{n+(L \psi-L \varphi)-1}
$$

So $L \varphi>L \psi$. By the symmetry of the argument $L \varphi=L \psi$.
(2) If $T \vdash \varphi \approx \psi$ and $L \varphi<n$ then $V \varphi \approx V \psi$.

Proof. This is immediate from (1).
(3) If $L \varphi \geqslant n$ then $T \vdash \varphi \approx, \dot{\prime}$ just in case $L \psi \geqslant n$.

Proof. This follows from (1) since $T \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{n}^{n}$. Let $E$ be the set of all equations $\epsilon$ such that $L \epsilon_{l}, L \epsilon_{r}<n$.
(4) If $\Gamma$ is a base for $T$ then $\Gamma \cap E \vdash T \cap E$.

Proof. From (1) and (2) by a simple induction on derivations.
(5) If $\Gamma$ is a base for $\Gamma$ then there are equations $\epsilon, \gamma \in \Gamma$ such that, up to symmetry and renaming of variables, $\epsilon_{l}=v_{0} \cdot \ldots \cdot v_{n-1}$ and either $L \epsilon_{r}>n$ or $V \epsilon_{l} \neq V \epsilon_{r}$, and $V \gamma_{l} \neq V \gamma_{r}$.

Proof. $\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{n}^{n}$. Therefore the existence of such a $\gamma$ is assured by the definition of derivation. By (1) and (2), if $\delta \in \Gamma$ and $\mathrm{L} \delta_{l}<n$ and there is $\theta \in \omega \mathrm{Te}$ such that $\delta_{l}[\theta]$ is a subterm of $v_{0} \cdot \ldots \cdot v_{n-1}$ then $v_{0} \cdot v_{i} \approx v_{1} \cdot v_{0} \vdash \delta$ and $i\left(\delta_{l}\right)<1$ for each $i \in \omega$. Consequently
$\Gamma \cap E \nvdash v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{n}^{n}$. The existence of the specified $\epsilon$ now follows by the definition of derivation.
(6) $T$ is finitely based.

Proof. Due to a theorem in [28] every commutative semigroup is finitely based. However, observe that $(T \cap E) \cup\left\{v_{n} \cdot \ldots \cdot v_{n-1} \approx v_{n}^{n}\right\}$ is a base for $T$ by (1), (2), and (3). Let $\Sigma$ be the set of equations $\epsilon$ such that $\epsilon \in T \cap E \sim T a$ and $V e_{i} \cup V \epsilon_{r} \subseteq n-1$. Then $\Sigma$ is finite and $\Sigma$ is a base for $\Theta[T \cap \Sigma]$ by (1) and (2). Hence $\Sigma \cup\left\{v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{n}^{n}\right\}$ is a finite base for $T$.
(7) If $T \vdash \Gamma$ and $\Gamma$ is finite then $\{\varphi \approx \psi: L \varphi<n$ and $\Gamma \vdash \varphi \approx \psi\}$ is recursive.

Proof. Let $\varphi$ be a term. There are only finitely many terms $\psi$ so that $\mathrm{V}_{\psi}=\mathrm{V}_{\varphi}$ and $\mathrm{L} \varphi=\mathrm{L} \psi$. Consequently, there are only finitely many sequences $\xi$ whicn are one-to-one and such that $L \xi_{i}=L_{\rho}$ and $V \xi_{i}=V_{\varphi}$ for each $i$ in thc domain of $\xi$. If $L \varphi<n$, by (1) and (2) $\Gamma \vdash \varphi \approx \psi$ just in case one of th se finitely many sequences is a deriveion. Since $\Gamma$ is finite and the sequence can be recursively constructud from in, it follows that $\{\varphi \approx \psi: L \varphi<n$ and $\Gamma \vdash \varphi \approx \psi\}$ is recursive.
(8) $T$ is decidable.

Proof. 'This follows from (7) and (3) by means of (6).
(9) $\Gamma$ is a base for $T$ iff $T \vdash \Gamma, \Gamma \cap E \vdash T \cap E$, and there are $\epsilon, \gamma \in \Gamma$ as specified by (5).

Proof. The necessity of these conditions follows from (4) and (5). To prove the converse two cases will be considered. Assume $\Gamma$ fulfills the conditions on the right side of (9). In particular, $\Gamma \vdash\left\{v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0}\right.$, $\left.v_{0} \cdot v_{1}^{n-2} \approx v_{0}^{2} \cdot v_{1}^{n-3},\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right)\right\}$.

Case 1. $V \epsilon_{l} \neq V \epsilon_{r}$ and $L \epsilon_{l}=L \epsilon_{r}$. Since $\Gamma \vdash v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0}$, it follows that there is $\eta \in{ }^{n} \omega$ such that $\Sigma_{i \in(n \sim 1)} \eta_{i}=n$ and

$$
\begin{equation*}
\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{1}^{\eta_{1}} \cdot \ldots \cdot v_{n-1}^{\eta_{n-1}} . \tag{*}
\end{equation*}
$$

Assume without loss of generality that $\eta_{1}>2$. Suppose $i \in \boldsymbol{n} \sim 2$ and $\eta_{i}>0$. Then for some $\theta$ and $\theta^{\prime}$ such that $L \boldsymbol{\theta}=\boldsymbol{i}-1$,

$$
\Gamma \vdash v_{1}^{\eta_{1}} \cdot \ldots \cdot v_{n-1}^{\eta_{n-1}} \approx v_{i} \cdot v_{1} \cdot \theta \cdot v_{1} \cdot \theta^{\prime}
$$

by the commutative (and associative law). So $1 y$ (*)

$$
\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{1}^{n_{1}^{\prime}} \cdot \ldots \cdot v_{n-1}^{n_{n-1}^{\prime}}
$$

where $\eta^{\prime} \in{ }^{n \sim 1} \omega$ such that $\Sigma_{i \in(n-1)} \eta_{i}^{\prime}=n$ and $\eta_{1}^{\prime}>\eta_{1}$. By repeating the process no more than $n$ times, one obtains $\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{1}^{n}$. By the commutative and associative laws $\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{0}^{n}$. Consequently, $\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{n}^{4}$ and $\Gamma$ is a base for $T$.

Case II. $V \epsilon_{l}=V \epsilon_{r}$ or $L \varepsilon_{l} \neq L \varepsilon_{r}$. So $L \epsilon_{r}>n$. By means of the associative and commutative laws and a suitable substitution instance of $\epsilon$, it follows that there is $\eta \in{ }^{n}(\omega \sim 1)$ such that $\Sigma_{i \in n} \eta_{i}>n$ and

$$
\begin{equation*}
\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{0}^{\eta_{0}} \cdot \ldots \cdot v_{n-1}^{\eta_{n-1}} . \tag{**}
\end{equation*}
$$

By means of the associative and commutative laws and (**), after repeated application, it follows that, for $M=\eta_{0} \eta_{1} \ldots \eta_{n-1}$,

$$
\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{0}^{M} \cdot \ldots \cdot v_{n-1}^{M} .
$$

Note that $M>\boldsymbol{n}>\mathbf{2}$. So for any $j \in \omega$

$$
\begin{equation*}
\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx\left(v_{0} \cdot \ldots \cdot v_{n-1}\right)^{M^{j}} \tag{***}
\end{equation*}
$$

Assume, without loss of generality that $\mathbf{V} \boldsymbol{\gamma}_{\boldsymbol{l}} \sim \mathbf{V} \boldsymbol{\gamma}_{\boldsymbol{r}} \neq 0$. Then

$$
\Gamma \vdash v_{0}^{r} \approx v_{0}^{p} v_{1}^{q},
$$

where $p+q=\mathrm{L} \gamma_{l}$ and $r=\mathrm{L} \gamma_{r}$. Let $N=r q$.
Hence

$$
\Gamma \vdash v_{0}^{v} \approx v_{0}^{p q} v_{1}^{p q}
$$

and thus

$$
\Gamma \vdash v_{1}^{N} \approx v_{0}^{p q} v_{1}^{p q}
$$

by the commutative law. Finally

$$
\Gamma \vdash v_{0}^{N} \approx v_{1}^{N}
$$

Pick $j$ so large that $M^{i}>N+n$. From (***)

$$
\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx\left(v_{0} \cdot \ldots \cdot v_{n-1}\right)^{M_{-N}}\left(v_{0} \cdot \ldots \cdot v_{n-1}\right)^{N}
$$

Therefore from $\Gamma \vdash v_{0}^{N} \approx v_{1}^{N}$ it follows that

$$
\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx\left(v_{0} \cdot \ldots \cdot v_{n-1}\right)^{M^{i}-N} \cdot v_{n}^{N}
$$

Recall that $\Gamma \vdash v_{1}^{n-2} \cdot v_{0} \approx v_{1}^{n-3} \cdot v_{0}^{2}$ and so

$$
\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx\left(v_{0} \cdot \ldots \cdot v_{n-1}\right)^{M^{I}-N+1} \cdot v_{n}^{N-1}
$$

Repeat this process $N-2$ times to obtain

$$
\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx\left(v_{0} \cdot \ldots \cdot v_{n-1}\right)^{M^{i}-1} \cdot v_{n} .
$$

Moreover $\Gamma \vdash v_{0}^{n} \approx v_{0}^{n\left(M^{\prime}-1\right)} \cdot v_{n}$ by substituting $v_{0}$ for $v_{0}, v_{1}, \ldots$, and $v_{n-1}$ in ( ${ }^{* * * *) . ~ r o n s e q u e n t l y ~}$

$$
\Gamma \vdash v_{n}^{\prime} \approx v_{n}^{n(M i-1)} \cdot\left(v_{0} \cdot \ldots \cdot v_{n-1}\right)^{M^{i}-1} \cdot v_{n+1}
$$

by substitution. But also

$$
\dot{\Gamma} \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx\left(v_{0} \cdot \ldots \cdot v_{n-1}\right)^{M^{i}-1} \cdot v_{n+1}
$$

by substitution in (****). So at last

$$
\Gamma \vdash v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{n}^{n}
$$

and thus $\Gamma$ is a base for $T$.
(10) $T$ is base decidable.

Proof. From (9) by means of (8) and (7) and (6).
(11) $\nabla T$ is finite.

Proof. Observe that $\Theta[T \cap E]$ has only finitely many essentially different irredundant bases. Let $m$ be a bound un their cardinalities. Then $m+2$ is a bound on $\nabla T$ by (9).
(12) $T$ has infinitely many essentially different irredundant bases.

Proof. Let $\Delta$ be an irredundant base for $\Theta[T \cap E]$. For each $m \in \omega$, $\Delta \cup\left\{v_{0} \cdot \ldots \cdot v_{n-1} \approx v_{n}^{n+m}\right\}$ is an irredundant base for $T$ and no two of these are essentially the same.

The theorem is established by (11), (6), (10), and (12).

Example 4.9. For $n \in \omega \sim 4$ there is a commutative semigroup ${ }^{*}$ such that
(i) it has cardinality $n$, $^{2}$
(ii) Th $\mathbb{M}$ is finitely based and base decidable,
(iii) $\nabla \mathrm{Th} \mathscr{A}$ is linite,
(iv) Th $\mathbb{A}$ has infinitely many essentially different irredundant bases.

Proof. Let $\mathbb{Z}=\langle n, 0\rangle$ where

$$
m \circ k= \begin{cases}m+k & \text { if } m+k<n \text { and } m \neq 0 \text { and } k \neq 0, \\ 0 & \text { otherwise }\end{cases}
$$

for every $m, k \in n$. Then $\forall \in$ is clearly a commutative semigroup and $थ \vDash v_{0} \cdot v_{1} \cdot \ldots \cdot v_{n-1} \approx v_{n}^{n}$ since $m_{0} \circ m_{1} \circ \ldots \circ m_{n-1}=0$ for $m \in{ }^{n} n$. Let $a \in^{n-1} n$ and observe that

$$
a_{0} \circ a_{1} \circ \ldots \circ a_{n-2}= \begin{cases}n-1 & \text { if } a_{i}=1 \text { for all } i \in n-1 \\ 0 & \text { otherwise } .\end{cases}
$$

 the hypotheses of Theorem 4.8 and the conclusion follows.

Remark 4.10. In the course of proving Theorem 7 of [36], J. Ng and A. Tarskı observed that each of the following theories is base decidable: the theory of all semigroups, the theory of all commutative groupoids; and the theory of all commutative semigroups. Since each of thesr, theories is evidently finitely based and balanced their base decidability follows from Theorem 4.7.

Instead of considering whether or not arbitrary finite sets may be bases for some equational theory it is reasonable to consider only those sets already containing some specified equations. For example, let $T$ be the theory of semi-lattices. It turns out that the family of all bases for $T$ which contain the associative law is recursive, while the family of all bases for $T$ which contain the commutative law is not recursive. The final portion of this section will deal with such relativized notions of base decidability.

Definition 4.11. $T$ is base decidable modulo $\Delta$ if and only if $T$ is an equational theory in a recursive similarity type, $\Delta$ is a set of equations in the same type and $\{\Gamma: \Gamma$ is finite and $\Gamma \cup \Delta$ is a base ior $T\}$ is a recursive set.

The notions of $T$ being base undecidable modulo $\Delta$ and being essen-
tially base undecidable modulo $\Delta$ can be introduced in the same way the analogous concepts were introduced in Section 3.

Theorem 4.12. Let $T$ be the theory based on $\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right)\right.$, $v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0}, v_{0} \cdot v_{0} \approx v_{0}$ \}. ( $T$ is the theory of semilattices). $T$ is base decidable modulo the associative law.

Proof. $T=\{\varphi \approx \psi: \varphi$ and $\psi$ are terms and $V \varphi=V \psi\}$. Therefore $T$ is decidable. The theorem is an immediate consequence of

Claim. $\Gamma \cup\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right)\right\}$ is a base for $T$ if and only if
(1) $T \vdash \Gamma$,
(2) $\left\{i\left(\gamma_{l}\right)-i\left(\gamma_{r}\right): i \in \omega\right.$ and $\left.\gamma \in \Gamma\right\}$ is relatively prime,
(3) $1=\min \{\mathrm{L} \boldsymbol{\gamma}: \gamma \in t(\Gamma \sim \mathrm{Ta})\}$,
(4) There are $\epsilon, i \in \Gamma$ such that for some $i, j, k, l \in \omega, i \neq j, k \neq l, v_{i}$ is the left most symbol in $\epsilon_{l}, v_{j}$ is the left most symbol in $\epsilon_{r}, v_{l}$ is the right most symbol in ${ }^{\prime}\left(\right.$, and $v_{k}$ is the right most symbol in $\boldsymbol{\gamma}_{r}$.

Proof. Suppost (1)-(4) hold. By Lemma 4.2

$$
\Gamma \cup\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right)\right\} \vdash v_{0}^{2} \approx v_{0}
$$

So it is enough to show

$$
\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right), v_{0}^{2} \approx v_{0}, \epsilon, \gamma\right\} \vdash v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0} .
$$

Let

$$
\Sigma=\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right), v_{0}^{2} \approx v_{0}, \epsilon, \gamma\right\}
$$

Evidently $\Sigma \vdash \epsilon_{l} \cdot \gamma_{l} \approx \epsilon_{r} \cdot \gamma_{r}$ and for every $n \in \omega \sim 1, \Sigma \vdash v_{0}^{n} \approx v_{0}$. So for some strings (possibly empty) $\theta$ and $\theta^{\prime}$ of the variables $v_{0}$ and $v_{1}, \Sigma \vdash v_{0} \cdot \theta \cdot v_{1} \approx v_{1} \cdot \theta^{\prime} \cdot v_{0}$. By means of $\Sigma \vdash v_{0}^{n} \approx v_{0}$ any string of identical variables may be replaced by a single occurrence of that variable.

So

$$
\Sigma \vdash\left(v_{0} \cdot v_{1}\right)^{p} \approx\left(v_{1} \cdot v_{0}\right)^{q}
$$

for some $p, q>0$. Therefore
and so

$$
\Sigma \vdash v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0}
$$

$$
\Gamma \cup\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right)\right\}
$$

is a base for $T$.

Conversely, suppose

$$
\Gamma \cup\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{1} \cdot\left(v_{1} \cdot v_{2}\right)\right\}
$$

is a base for $T$.
(1) is immediate. (2) and (3) follow from Lemma 4.2. Let $\mathcal{A}=(2, \otimes\rangle$ and $\mathscr{B}=\langle 2, \oplus\rangle$ where $a \otimes b=b$ and $a \oplus b=a$, for all $a, b \in 2$. Then $\mathcal{H} \neq v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0}$ and likewise $\mathcal{O} \neq v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0}$. But one of $\boldsymbol{\varkappa}$ and $\mathfrak{F}$ is a model of any set of equations for which (4) fails. Hence $\Gamma$ has to satisfy (4) and the claim is established and with it the theorem.

Theorem 4.13. The theory of semilattices (in the operation symbol $\cdot$ ) is essentially base undecidable modulo the commutative law.

Proof. The proof will only be sketched since it is very much like the proof of the base undecidability theorem. In fact, that theorem could be established for these relativized notions provided the relativized notion of jointly universal is used rather than the absolute notion. Of course, the conditions on the non-trivial term will not be so nicely stated once this adaptation is instituted. This is largely due to the need to enhance Theorem 2.33.

By Theorem 3.15 there are four distinct terms $\delta_{0}, \delta_{1}, \delta_{2}$, and $\delta_{3}$ in the variable $v_{0}$ such that $\left\{\delta_{0}, \delta_{1}, \delta_{2}, \delta_{3}\right\}$ satisfies the subterm condition modulo the commutative law. Let $\varphi, \psi$ be any non-variable terms in $f, g$, and $v_{0} . \delta$ is construed as a system of definitions for $f, g, h$, and $k$ in $\cdot$. Let $\Gamma$ be a base for $T$.

Claim. $M \vdash \varphi \approx \psi$ if and only if

$$
\begin{aligned}
\operatorname{in}_{\delta}^{*} M & \cup\left\{v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0}\right\} \\
& \cup\left\{\delta_{2}\left[i n_{6} \varphi\left[\delta_{3}\left[\gamma_{l}\right]\right]\right] \approx \delta_{2}\left[\mathrm{in}_{\delta} \psi\left[\delta_{3}\left[\gamma_{r}\right]\right]\right]: \gamma \in \Gamma\right\} \\
& \cup\left\{\delta_{2}\left[\mathrm{in}_{\delta} \psi\left[\delta_{3}\right]\right] \approx v_{0}\right\}
\end{aligned}
$$

is a base for $T$.
Proof. If $M \vdash \varphi \approx \psi$ then the set on the right, $B(\varphi \approx \psi, \delta, \Gamma) \cup$ $\left\{v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0}\right\}$, is certainly a base for $T$. (Observe that $T \vdash B(\varphi \approx \psi, \delta, \Gamma)$.) The converse is established just as in the proof of Theorem 3.12. Suppose $M \forall \varphi \approx \psi$. Then $\mathrm{in}_{6}^{*} M \cup\left\{v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0}\right\} \not \forall \mathrm{in}_{\delta} \varphi \approx \mathrm{in}_{\delta} \psi$ by the relativized version of the reduction theorem. Let $\%$ be a denumerably
infinite algebra such that $T h \mathscr{A}=\Theta\left[\mathrm{in}_{6}^{*} M\right]$. By Lemma 3.8 there is another denumerably infinite algebra $\mathcal{B}$ so that $B \mathcal{F} \mathrm{in}_{5}^{*} M$ and $\mathcal{B}$ invalidates $\mathrm{in}_{\delta} \varphi \approx \mathrm{in}_{\delta} \psi$ infinitely often (see Lemma 3.8 for precision). Finally, since $\left\{\delta_{0}, \delta_{1}, \delta_{2}, \delta_{3}\right\}$ is jointly $\omega$ universal modulo the commutative law, there is an algebra $\mathbb{C}$ with universe $B$ such that $\mathbb{C} F B(\varphi \approx \psi, \delta, \Gamma) \cup\left\{v_{0} \cdot v_{1} \approx\right.$ $\left.v_{1} \cdot v_{0}\right\}$ and $\delta_{2}^{\mathbb{G}}=\delta_{2}^{\mathfrak{Y}} \neq \delta_{3}^{\mathfrak{B}}=\delta_{3}^{\mathbb{E}}$. Consequently, $\mathbb{C} \neq T$ and $B(\varphi \approx \psi, \delta, \Gamma) \cup$ $\left\{v_{0} \cdot v_{1} \approx v_{1} \cdot v_{0}\right\}$ is not a base for $T$. In this way the claim is proven.

Evidently, by the claim, $T$ is base urdecidable modulo the commutative law. To see that it is essentially undecidable modulo the commutative law let $T^{\prime} \supseteq T$ and $T^{\prime}$ be a finitely based equational theory. It is easy to see that the claim is going to hold for $T^{\prime}$ as well as $T$. So the theorem is established.

It should be noted that the proof sketched above used almost no explicit information about $T$. In fact, most of the theorems of Section 3 have analogs modulo the commutative law. For example, the theory of abelian groups is also es entially base undecidable modulo the commutative law. In consequence, "his also applies to all finitely based theories of commutative groups and ings, to theories of lattices, and to theories of Boolean algebras.

Theorem 4.14. Let $T$ be any finitely based undecidable equational theory and $\Delta \subseteq T$. $T$ is a base undecidable modulo $\Delta$.

A finitel:' based undecidable theory of semigroups is presented in [25]. By Theoren 4.14 this theory must be base undecidable modulo the associative law.

The notion of compatibility decidable set of equations is closely connected with base decidability modulo a set of equations.

Definition 4.15. Let $\sigma$ be a recursive similarity type. A set $\Delta \subseteq \mathrm{Eq}_{\sigma}$ is called compatibility decidable if and only if $\mathrm{Eq}_{\sigma}$ is base decidable modulo $\Delta$.
P. Perkins, in his doctoral thesis, showed that the theory of semigroups is compatibility decidable. It turns out that, by various simple constructions, this also holds true for the theory of groups, the theory of abelian groups, the theory of rings, the theory of lattices, and some other common equational theories. This means it is possible, at least in principle to determine in each particular case whether a finite set of equations is true in some non-trivial group, abelian group, ring, lattice, etc.

Lemma 4.16. If $T$ is a compatibility decidable equational theory of similarity type $\sigma$ then every finitely based extension of $T$ in similarity type $\sigma$ is compatibility decidable.

Lemma 4.17. Let $\sigma$ and $\tau$ be finite recursive similarity types. Let $T$ be an equational theory of type $\sigma$ and $T^{\prime}$ be an equational theory of type $\tau$ such that $T$ and $T^{\prime}$ are definitionally equivalent. $T$ is compatibility decidable if and only if $T^{\prime}$ is compatibility decidable.

Theorem 4.18. Each of the following theories is compatibility decidable provided it is formulated in a finite recursive similarity type:
(1) (P. Perkins [28]) The theory of semigroups;
(2) The theory of groups;
(3) The theory of rings;
(4) The theory of lattices;
(5) The theory of Boolean algebras.

Proof. The general idea of the proof is the same $:$ in all cases. First it is shown that each equationally complete theory, in every case, is the theory of some finite algebra. It is then established, in every case, that for any finite set of equations a number $k$ can be effectively found so that if the set of equations is true in any non-trivial model then it is true in a model of one of the complete theories of cardinality less than $k$.
(1) Semigroups. Equationally complete semigroups were classified in [14]. They are: the theories of ( i ) the constant semigroup, (ii) semilattices, (iii) left multiplication, i.e. $x \cdot y \approx y$, and right multiplication semigroups, and (iv) cyclic groups of order $p$, for every prime $p$.

Let $\Gamma$ be a finite set of equations. Since (i)-(iii) are all theories of two element algebras it is simple to check if $\Gamma$ is trae in one of them.

Now

$$
\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right)\right\} \cup \Gamma \vdash R \Gamma
$$

Pick $m$ and $r$ as in Lemma 4.2. Then

$$
\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right)\right\} \cup \Gamma \vdash v_{0}^{m} \approx v_{0}^{m+r} .
$$

If $\Gamma$ fails to hold in the two element constant semigroup ti, en

$$
\left\{\left(v_{0} \cdot v_{1}\right) \cdot v_{2} \approx v_{0} \cdot\left(v_{1} \cdot v_{2}\right), v_{0} \approx v_{0}^{r}\right\}
$$

must be consistent if $\Gamma$ is compatible with the associative law. Now if
$p>r$ and $p$ is prime then $v_{0} \approx v_{0}$ fails to hold in the cyclic group of order $p$. So $\Gamma$ is true in some semigroup if and only if $\Gamma$ is true in one of the algebras in (i)-(iii) or in some cyclic form of prime order no greater than $r$. Hence the theory of semigroups is compatibility decitable.
(2) Groups. The equationally complete theories of groups are easily seen to be the theories of cyclic groups of prime order. Let $\Gamma$ be a finite set of equations in - and ${ }^{-1}$. $\Gamma$ is compatible with group theory if and only if it is compatible with the theory of Abelian groups. With the help of the group axioms and the commutative law $\Gamma$ is equivalent to a set $\Gamma^{\prime}$ of equations in just $\cdot$. Now use case (1) to decide whether $\Gamma^{\prime}$ ho.ds in a cyclic grourp of prime order. Hence the theory of groups is compatibility decirable.
(3) Rings. Equa ionally complete rings were classified in [35]. They are just the theories of $p$-rings for each prime $p$ (the ring of integers modulo $p$ ) and the theories of $p$-zero rings (i.e. rings whose multiplication is conitantly zero and whose additive group is the cyclic group of. order $p$ ).

Let $\Gamma$ be any finite set of equations in $\cdot,+$, and the unary operation - . $\Gamma$ is compatiole with ring theory if and only if it is compatible with the theory of cos imutative rings. With the help of the axioms of commutative ring theory $\Gamma$ is equivalent to a set $\Gamma^{\prime}$ in which each equation is in only the operation symbols • and + . If $\Gamma^{\prime}$ is a set of tautologies then $\Gamma$ is true in every commutative ring. Otherwise $\Gamma^{\prime}$ fails in the ring of integers and in fact in the semiring of natural numbers. Hence, there is an assignment of natural numbers to the variables in $\Gamma^{\prime}$ so that some equation in $\Gamma^{\prime}$ fails. This assignment can, moreover, be effectively found since $\Gamma^{\prime}$ is finite. Pick $n$ so large that the values of all polynomials used to evaluate $\Gamma^{\prime}$ from this assignment are less than $n$. If $p>n$ and $p$ is prime then $\Gamma^{\prime}$ fails in the ring of integers modulo $p$. If $\Gamma^{\prime}$ holds in the ring of integers modulo $q$, for some prime $q<n$, then $\Gamma$ is compatible with ring theory. Otherwise $\Gamma$ and, hence $\Gamma^{\prime \prime}$, holds in no $p$-ring. Thus if $\Gamma$ is compatible with the theory of rings then $\Gamma$ holds in some $p$-zero ring. Hence $\Gamma^{\prime}$ may be reduced yet again to $\Gamma^{\prime \prime}$ by eliminating all occurrences of $\cdot$. In this way $\Gamma^{\prime \prime}$ becomes a set of semigroup equations that can be handled as in (1). Therefore the theory of rings is compatibility decidable.'
(4) and (5) Lattices and Boolean algebras. The mly equationally complete theories in these cases are the theories of the two element algebras. Consequently, these cases are immediate.

## Problems raised by Section 4

1. If $T$ is a finitely based equational theory in a recursive similarity type and $T$ is finite, is $T$ base decidable?
2. Is there a finitely based decidable theory of semigroups which is oase undecidable modulo the associative law?
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[^0]:    - This paper is for Bessie.

[^1]:    ${ }^{1}$ This definition differs from that of $\theta \#$ in McNulty (21) in some details, though aot in conception. I don't know if the earlier definition is adequate for its intended purpose.

[^2]:    ${ }^{2}$ As remarked at the end of Section 2, the lirst part of this theorem is due to A. Tarski. Tarski found this part in 1966.

[^3]:    ${ }^{3}$ An earlier definition of balanced equation appearing in [21] is incorrect in that operation symbols are ignored. I would like to thank Don Pigozzi for pointing out this mistake. Alsu the condition that $t$ involves a variable must be added to the hypothesis of the theorem anacunced in (21).

