
Taylor Polynomials The reason we care about linear

approximations is that sometimes the

andseries functions we are dealing with are hard

- (1) Taylor Polynomials to deal with , but lines are easy to deal

with
. If you were lucky in calc I, you

In many calculus and analysis got to work on questions where using linear

situations we obtain results and approximations made the solution much

answer questions by approximating
difficult to deal with structures

Easier.

by easier to deal with ones. Linear approximations are very nice

just think : This is how we defined
but we only retain the pieces of

the derivative
,
by approximating information about the original structure, the

the somewhat nebulous
"

tangent function value and derivative at a point.
line" with the more tractable

we run into the question , are there any
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.In Cac 1 we discussed the

idea of " linear approximations to to look at is the polynomial.

functions at given points
"

.
A linear Recall that an nth degree polynomial

approximation is a linear function which is a polynomial where the largest power
shares both the functions Value and derivative of ¢ with a nonzero coefficient is x!

at a point. foxy , y
' so

, polynomials of the form
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An nth degree polynomial this means that we can

hag at most n nonzero always find a polynomial
derivatives . For linear satisfying these conditions

approximation , we approximated and once we do
.

we've

functions with lines sharing found the only one.

a first derivative with
tht

It turns out that these polynomials are

function ,
for polynomial easy to compute if we can compute the

approximation , we will be derivatives of our function are easy to

compute . The following definition tells us h-n

approximating functions to compute the polynomials.

with polynomials which
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that polynomials are very nice check for yourself that these polynomials

facts Given a function, do indeed have the properties described in

the previous fact. Also, notice
that the

1st degree Taylor polynomial
at a point is just

f which is at least
in

the linear approximation at
that point,

times differentiable AlCheektowagag : (Taylor Poly)

at some point a , there
- Compute the 5th degree Taylor polynomial
for ex

,
centered at 0.÷¥÷÷::÷÷i÷÷::÷÷÷÷÷÷::÷÷÷÷÷÷÷÷÷"polynomial ?
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(a)
. - compute the 4th degree Taylor polynomial

for ¥
,

centered at l
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- Suppose we have some function f- and some Now consider the following graph

µ:&:::÷÷÷÷÷÷÷÷÷÷:÷!!:÷¥g÷:÷: : .fm?.:metaHonmmomiai
approximations .

What if we only have that f-
'Ya Zo for all

X, without information about higher
derivatives?

Being able to construct garunteed over
and under approximations is a very valuable tix)

tool, so the last question presents
a rather

simplistic example of a benefit of using T
,,

polynomial approximation instead of linear IH'

approximation .
Sink)

Now approximations are most useful when
we can talk about error bounds

or some

sort of limiting behavior.
We will circle

÷÷:÷÷÷÷÷:÷÷÷÷÷÷÷:÷÷:÷÷÷:÷÷÷÷÷:÷÷:÷÷÷÷:÷÷÷÷÷÷÷:÷÷÷÷÷÷÷÷:÷:÷:÷:÷÷÷÷÷:::÷:÷::E.g . When
we consider the sequence approximation in order to discuss limits

{ an} -- El , I , IT , I , n . .} , of entire functions ?
"

In other words, is

there Some rigorous sense in which
and assert

liman - O , lim Tn = Sinha ?
now

we are saying that
the terms of an

n→ no

Notice that the above statement is

are
"eventually

" good approximations of ( meaningless with our current definition of tin)i÷÷in it:÷:÷i÷::::÷:::: in:*:::
"

← l
l

This is partially due to the fact that one
we would sometimes write an -10. ( go.u.si#m.ed.;p..:ite:n:IwreEnsoI7eE::i.iotn: )



but for this course
,
we only need one idea.

Suppose we have
a sequence of functions

,

{fr }? .
.

Notice that this is just a list of f.µ,

functions
,
we will use the example {fu}?, given

by fnlx) : In, so fix)

(H -

- Lxi 'II . . . . } .
fix
'

Look at the graphs
of these functions.

fu"
'

fsu)

find :÷÷:÷÷÷÷f ±
.

Since Efnli)}F=
,

is just a sequence of
fs" numbers, it is perfectly reasonable to talk about

it's convergence & divergence properties. In this case
,

fix lim ft " = Iim In IO
.

p
NTI no,

"
In fact

,
for any fixed value ,

a
, we can

look at the numerical sequence
Efta) }?

. .

Here
,

Now fix some X value , Say X-- I
,
and

notice that for any n, full) is just a lihfjonlat-liny.E-dlimm.tn. :O,
number

.

Then we can consider the sequence since ar is just a fixed constant. Now things

{fin }n7 , which is given by fnl
" I It

,
so are going to get a bit weird.

Since for any

fixed value, a , { fnla
'3nF

,
is a convergent

{ fully :{ I , kits , H . . - . }
. sequence, it

is reasonable to construct a

This sequence can be visualized as follows: function , g , where
we define the output

of g at a point a by the limit, we say

g.(a) = linmyfnla) .



for our sequence, we would
have gcx7=o

for every x value. However,
it would be Now that we have introduced this definition

,

I would like to explicitly state
and reiterate an

reasonable to define
such a

"
limit function

"

idea we have been using :

given a sequence of functions,whenever we have a sequence
of functions

where the numerical sequences at fixed input when

Values converge .

Our idea of function { fncxl}, two ways
of thinking about this sequence

convergence will
be based on

this idea. are

1 . An actual
list of functions

Defy; Given a sequence of functions, EH, 2
.

A collection of numerical sequences,

where you plug in some real number
,
a
,

a function , g ,
and a domain

,
D
,
we

say that { f-n} converges to g on D
or and obtain the sequence {f. Cal}

.

-
It is good to be able to switch between÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷:÷÷÷÷:÷÷÷:÷÷:÷:÷÷÷:÷:÷:÷:÷÷÷÷:÷÷÷÷::÷:÷.One important thing to notice is that limits of partial sums.

the
"

speed of convergence
" does not have •

to be the same inanysense for different De Given a sequence of functions, {fu}n= ,

X Values, in fact for our previous example, a function, g
,

and a domain D, we

s

no matter how large our n value is
,
we say Efa = g on D if

n - I

can choose x values where find is rather him £2
,

fn = g ,
far away from 0

.
It is on " when we (here +I:{coma. mitreigeinyterdpenea.tn?.fioans

,

the limit

fix an X Value that
we are garunteed given by

o

I would like to say that the notion of
convergence .
Illustration for {fnHBF=,

defined by fate) : In,-

for any n
,
no matter how large function convergence will not

be tested directly

#,
when

we look at X value , where xzrnr ,
we

On the midterms or final , and p will not

"what:t;:i.
'n'÷.sn#Eien::i...aa:i:::s:tis:taniIhiaii::stiisnsg::;t:t.m.in.
-the scenes with Taylor polynomials and Taylor series

.

We have to keep changing which x
values we

-Taking a moment or two to understand this

idea goes a long way towards making
this

lookat
Content easier and motivating

what is going on in

many questions . I will also
use this language

in developing the concepts
that follow.



* [heckYourVnderstandin# : ( limits of functions) This view is useful because it allows us to

• for the following sequences of functions, Use the tools we have developed for series.

What is the largest domain on
which the

This also leads us to a new definition.

Sequences converge, and what
function do Defy, Given a

function f- which is differentiable

they converge to? arbitrarily many times at a point,
a
,
we call

- {fn }! where fuk ' =
'

E.of"f ex-ai
- { fn }! , where fntx) -- nY¥l §etaybrseriesforf.centeredata-f.fr}?

,

where fnlxl -- X
""

and

we consider only a domain of positive numbers .

- {fn }! where fnlxt-xcosffftsin.LI) Now let's consider the example fwm before,

- { fn3n7 ,
where fnlx) = x

" Tat lo- polynomial approximations for Sin (x)

- {fn}n7 ,

where find = ¥µ
Centered at O.

÷:÷÷÷i÷÷÷÷÷÷÷÷÷÷÷÷:÷÷÷:÷÷÷÷: ÷:
"

".

we return to Taylor polynomials. For a
function f , and a point a

,

we hate
sink)

Trina : t"i ex- as :
and we will consider the sequence { Tn}:O

. It appears that at least close to Zero,

Notice that

Tnlxkt"! ix.att!§f!? ix.ai-I.int way
,

Tnk) → Sinixt
.

A big question we will tackle

in this section of the course is
"
when do Taylor

This means that we
can consider tiny

,.tn as a polynomials converge to their function?
"

we now conclude this rather short section
series :

tinny,yTn = €of"n (x-at . in order to develop some tools to tackle

this question .



* Check your understanding :(Taylor series)# Is a power series
where {Cn 3nF, is defined

• Write the Taylor series for each of the

following functions, centered at the specified
BY Cn = f"n

.

Also notice that any result

about a power series can be applied to a

point . series of the form

- ex centered at O

- Sin' centered at o &.cn(x- al
"÷÷÷÷÷:÷÷: aunt . ¥¥±÷÷÷ti÷÷÷÷÷:÷÷÷÷÷÷:::

• Do you
think a power series will always This implies that any results we obtain

converge to its function for all real numbers? about power series
will tell us something

why or how could this fail ? Make some about Taylor polynomials ,

conjectures . (This probably isn't obvious
,
but Note /Def : Given a series of functions

,

it is good to think
about. Don't worry if you don't -

{ fix) , we
will say that { find and a

have definite answers!

÷÷i÷÷÷÷÷÷÷÷÷÷÷÷÷÷:÷÷!÷÷÷÷i÷÷i÷÷:ii:÷÷i÷÷÷i÷÷÷÷÷:X=o .

Why is this true ?

functions of the form
•• Can you

think of a power series which
x.f. ÷i÷:.. . .. .. .. ÷÷÷:÷::÷::÷:::::÷:we interpret Xo as 1 for

all values indndiht power series which converges at every X

X-- o. value?

Notice that a Taylor series
centered at we can obtain a very powerful

result dealing with the domains
on which

0
,

a power series
can converge .

We

€
,

X
"

, will present this theorem
for series of the

form ⇐ calx- ar to make it clear how the theorem



Applies to Taylor series. Check your understanding :( Power series)-

Thx: Suppose we have a number
,
a
,

• If {CB is a sequence with only positive

a sequence of numbers
,
{Cn3nF

. ,
and from

terms
,
and a is some positive number

Such that
these, the series ,

O
X

n

{ cnlx- al
"

.
Ccnx

NIO NIO÷÷::::::::::::": """" ÷÷÷÷÷÷÷÷÷÷÷÷÷÷:÷÷÷÷÷::÷:÷÷:
• The series converges for any value

of X

• There is some number , R, such that the

Series converges when Ix- alCK and the

series diverges when Ix-al > R .

Note : The proof for this theorem is actually

i:÷i÷÷÷÷÷÷ii÷÷ii÷i:÷÷÷÷÷i÷÷i÷÷÷÷i÷÷::/Deff Considering the previous theorem,
we will define the radiusofconverge.ee

of a power series . If the
first case holds we

Say the radius of convergence is
0
,

if the

second case holds we say no
,
and if the third

case holds we say R . The above theorem also

implies that the largest domain the power

series converges on is an interval of one
of the forms,

(a- R, at R)
,
[a- R, atR), la- R, at R) , or [a

-R
,
atR)

.

Whichever is the largest interval , we call the

interval of convergence .F
.


