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## Part of a larger project

Our project is to classify all minimal abelian varieties.
We have divided the project into pieces:
(1) Show that every minimal variety is affine or strongly abelian. (Paper will appear in IJAC.)
(2) Classify all minimal affine varieties. (A manuscript exists.)

- Classify all minimal strongly abelian varieties of bounded essential arity. (This talk. Manuscript exists.)
(9) Classify all minimal strongly abelian varieties without bounding essential arity. (We don't know how to do this yet.)
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(1) $\mathcal{V}$ is a minimal strongly abelian variety of bounded essential arity.
(2) $\mathcal{V}$ is categorically equivalent to a minimal unary variety.
(3) $\mathcal{V}$ is a categorically equivalent to either
(1) the variety of sets, or
(2) there is a simple monoid $M$ with zero such that $\mathcal{V}$ is categorically equivalent to the subvariety of the variety of $M$-sets that is axiomatized by $0(x) \approx 0(y)$.
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So for Today's Theorem we only care about varieties that are not locally finite.
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$d_{t}$ does not have to be idempotent, but it will be idempotent restricted to the range of $t$ on any model.
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But we are only considering nonlocally finite minimal varieties. Such varieties contain no nontrivial finite algebras. Case 2 cannot occur. Case 1 gives us a constant term. $\square$.
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If $\left\{a_{1}, \ldots, a_{n}\right\}$ is a partition of unity, then in $\mathcal{B}$ we have

$$
\left(x *_{a_{1}}\left(x_{2} *_{a_{2}}\left(\cdots\left(x_{n-1} *_{a_{n-1}} x_{n}\right) \cdots\right)\right)\right)=\left(a_{1} \wedge x_{1}\right) \vee \cdots \vee\left(a_{n} \wedge x_{n}\right)
$$

