
LOGARITHMIC GEOMETRY AND ALGEBRAIC STACKS

MARTIN C. OLSSON

Abstract. We construct algebraic moduli stacks of log structures and give stack-theoretic
interpretations of K. Kato’s notions of log flat, log smooth, and log étale morphisms. In the
last section we describe the local structure of these moduli stacks in terms of toric stacks.

1. Introduction

The purpose of this paper is to introduce a stack-theoretic approach to the theory of
logarithmic geometry ([9], [17]).

Let S be a fine log scheme with underlying scheme
◦
S, and define a fibered category

LogS −→ (
◦
S − schemes)

as follows. The objects of LogS are morphisms of fine log schemes X → S, and a morphism
h : X ′

/S → X/S in LogS is a morphism of S-log schemes for which hb : h∗MX →MX′ is an

isomorphism. The category LogS is fibered over the category of
◦
S-schemes by sending a fine

log scheme X/S to the underlying scheme
◦

X. The main result of this paper is the following
theorem, which was originally suggested to us by A. Abbes (see (1.2) for our conventions
about algebraic stacks):

Theorem 1.1. LogS is an algebraic stack locally of finite presentation over
◦
S.

A morphism of fine log schemes f : X → S defines tautologically a morphism of algebraic
stacks

Log(f) : LogX −→ LogS,

and the association S 7→ LogS defines a 2-functor

(category of log schemes) −→ (2-category of algebraic stacks)

which can be viewed as an “embedding”. In this paper we explain how this 2-functor can be
used to reinterpret and study basic notions in logarithmic geometry.

The paper is organized as follows.

Section 2 contains some basic results about charts which will be used in what follows.

In section 3 we present a proof of (1.1), assuming the result, proven in the appendix (A.2),
that LogS is a stack with respect to the fppf topology. There are two main reasons for proving
that LogS is a stack with respect to the fppf topology in the appendix rather than in the
main body of the paper. First, (A.2) is a corollary of a foundational result in the theory of
log geometry (A.1) comparing the notion of a fine log structure in the fppf topology with the
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notion of a fine log structure in the étale topology. Since the proof of (A.1) is not directly
related to the relationship between algebraic stacks and log geometry it seems best to prove
it in an appendix. Secondly, if one restrict attention to the substack TorS ⊂ LogS classifying
fs (i.e. fine and saturated) log schemes over S, then the use of (A.2) can be avoided (see
(3.1)). Throughout the paper we point out when results from the appendix are used, and
how in the case of TorS one can proceed without them.

The proof of (1.1) in section 3 is based on the theory of charts developed in section 2. We
feel that this proof is the most natural for the purposes of this paper. However, one can
also prove (1.1) using deformation theory of log structures and M. Artin’s method ([1]). In
fact, theorem (1.1) implies that a “good” deformation theory of log structures exists, and in
other contexts it is useful to have an understanding of this deformation theory ([20]). Closely
related to this is the fact that (1.1) enables one to define the cotangent complex of a morphism
of log schemes. We hope to return to this subject in the future.

Section 4 is devoted to studying properties of morphisms of log schemes f : X → S
using the associated morphisms of algebraic stacks Log(f). We define what it means for a
morphism f : X → S of fine log schemes to have a property P , where P is a property of
representable morphisms of algebraic stacks. In particular, we get notions of étale, smooth,
and flat morphisms of fine log schemes, and in ((4.6)–(4.7)) we show that these definitions
agree with the definitions of K. Kato.

In section 5 we explain how work of L. Illusie on “toric stacks” yields a beautiful étale
cover of the stack LogS. This enables one to describe properties of morphisms of log schemes
in terms of locally defined maps to toric stacks. As in the proof of (1.1), issues about the
fppf topology present themselves in this section and certain results from the appendix ((A.3)–
(A.5)) are used. If one restricts attention to fs log structures, then the use of these results
can be avoided, and we point out how one can do so. From the stack-theoretic point of view,
however, we feel that there may be some interest in considering non-saturated log structures
(see (5.29)).

In the appendix we compare the notions of fine log structure in the fppf, étale, and Zariski
topology. The main result is (A.1) which asserts that if X is a scheme, then there is a natural
equivalence between the category of fine log structures on the fppf site Xfl and the category of
fine log structures on the étale site Xet (the comparison between fine log structures on Xet and
the Zariski site XZar is slightly more complicated; see (A.1) for the statement). An immediate
corollary of (A.1) is the statement mentioned above that LogS is a stack with respect to the
fppf topology (A.2). We also obtain three other corollaries ((A.3)–(A.5)) which are used in
section 5. The results about Zariski log structures are not used in the main body of the paper
but are included for completeness.

Finally let us mention three applications of (1.1) which are not discussed in this paper. One
can develop the theory of log crystalline cohomology using a theory of crystalline cohomology
of schemes over algebraic stacks ([18]), and also the deformation theory of log schemes can
be understood using (1.1). In addition, theorem (1.1) has a natural place in the study of the
moduli of fine log schemes ([19]). We intend to discuss these subjects in future papers.

1.2. Conventions and Prerequisites. We assume that the reader is familiar with loga-
rithmic geometry at the level of the first two sections of ([9]). Throughout the paper, a log
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structure on a scheme X means a log structure on the étale site Xet unless another topology
is specified.

If X is a log scheme we denote the underlying scheme by
◦

X, and if f : X → Y is a morphism

of log schemes we denote the underlying morphism of schemes by
◦
f :

◦
X →

◦
Y . If (M, α) is a

log structure on a scheme X, we denote by λ : O∗X →M the inverse of α−1(O∗X) → O∗X , and
by M the sheaf M/O∗X . If X is a log scheme, we usually denote by (MX , αX) (or simply
MX) its log structure. If α : M→OX is a pre-log structure on a scheme X, then we denote
by (Ma, α) (or just Ma) the associated log structure.

A monoid P is called fine if it is finitely generated and integral, and is called fs if it is fine
and saturated (i.e. if a ∈ P gp and there exists r > 0 such that ra ∈ P ⊂ P gp then a ∈ P ).
We denote the set of invertible elements in P by P ∗. If P is fine and P ∗ = {0}, then a
nonzero element p ∈ P is called irreducible if for every pair of elements p1, p2 ∈ P for which
p = p1 + p2 either p1 or p2 is zero.

Recall that a chart for a fine log structure M on a scheme X is a map P →M from the
constant sheaf associated to a fine monoid P such that P a →M is an isomorphism ([9], 2.9
(1)). For a fine monoid P , we denote by Spec(P → Z[P ]) the log scheme with underlying
scheme Spec(Z[P ]) and log structure induced by the natural map P → Z[P ]. If no confusion
seems likely to arise, we may also abuse notation and write Spec(Z[P ]) for the log scheme
Spec(P → Z[P ]). Giving a chart P →M for a log structure M on a scheme X is equivalent
to giving a morphism of log schemes

(f, f b) : (X,MX) −→ Spec(P → Z[P ])

for which f b is an isomorphism (such a morphism is called strict ([8], 3.1)). If S is a scheme,
we write S[P ] for the scheme

(1.2.1) S[P ] := S ×Spec(Z) Spec(Z[P ])

and MS[P ] for the log structure on S[P ] induced by the log structure on Spec(Z[P ]).

A chart for a morphism of fine log schemes f : X → S is a 5-tuple (Q,P, , βQ, βP , θ), where
βQ : Q →MS and βP : P →MX are charts and θ : Q → P is a morphism of fine monoids,
such that the induced diagram of fine log schemes

(1.2.2)

X
βP−−−→ Spec(P → Z[P ])

f

y yθ

S
βQ−−−→ Spec(Q → Z[Q])

commutes ([9], 2.9 (2)). If no confusion seems likely to arise, we sometimes write (Q,P, θ)
for a chart (Q,P, βQ, βP , θ).

In general, given a morphism of fine monoids θ : Q → P and a chart β : Q →M for a fine
log structure M on a scheme X, we let XQ[P ] denote the scheme

(1.2.3) XQ[P ] := X ×Spec(Z[Q]) Spec(Z[P ]).
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The natural map P → OXQ[P ] induces a log structure MXQ[P ] on XQ[P ], and there is a
natural morphism of log schemes

(XQ[P ],MXQ[P ]) −→ (X,M).

Regarding algebraic stacks we follow the conventions of ([14]), except we do not assume
that our stacks are quasi-separated. More precisely, by an algebraic stack we mean a stack
X in the sense of ([14], 3.1) satisfying the following:

(1.2.4). The diagonal

∆ : X −→ X× X

is representable and of finite presentation;

(1.2.5). There exists a surjective smooth morphism X → X from a scheme.

The reader is assumed to be familiar with algebraic stacks.

1.3. Acknowledgements. Relations between logarithmic geometry and algebraic stacks
were first investigated by L. Illusie, following a suggestion of L. Lafforgue. We are grate-
ful to Professor Illusie for allowing us to include some of his results in the last section of this
paper, and for enlightening discussions about log geometry. In addition, Professor Illusie gave
very helpful comments about earlier versions of this paper. A. Abbes made several important
suggestions during the course of this work. In particular he suggested (1.1). We also want
to thank the referee who gave very detailed and helpful comments. Finally we are grateful
to A. Ogus who supervised the author’s dissertation which contained many of the results of
this paper. Professor Ogus’ advice and encouragement has been a great source of inspiration.
During the course of this work the author has been partially funded by the Clay Mathematics
Institute and by an NSF post-doctoral research fellowship.

2. Some remarks about charts

In this section we prove two propositions about charts which will be used in the proof of
(1.1), and we discuss two corollaries which will be used in section 5.

Proposition 2.1. Let M be a fine log structure on a scheme X and let x ∈ X be a point.
Then there exists an fppf neighborhood f : X ′ → X of x and a chart β : P → f∗M such that
for some geometric point x̄′ → X ′ lying over x, the natural map P → f−1Mx̄′ is bijective. If

Mgp,tor

x̄ ⊗ k(x) = 0 (where Mgp,tor

x̄ denotes the torsion subgroup of Mgp

x̄ ), then such a chart
exists in an étale neighborhood of x.

Proof. The key point is that the extension

(2.1.1) 0 −−−→ O∗X,x̄
λ−−−→ Mgp

x̄ −−−→ Mgp

x̄ −−−→ 0

splits after replacing X by an fppf neighborhood of x. Indeed, choose an isomorphism Mgp

x̄ '
F ⊕ G, where F is a free group and G = ⊕m

i=1Gi is a direct sum of finite cyclic groups Gi

generated by an element gi ∈ Gi of order ri. Since F is a finitely generated free abelian group,
it is clear that the projection Mgp

x̄ → F admits a section. In order to construct a section of
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the projection Mgp
x̄ → ⊕Gi, let g̃i ∈ Mgp

x̄ be a lift of gi. Then rg̃i (writing the group law
additively) is equal to λ(ui) for some unit ui ∈ O∗X,x̄. Thus after replacing OX,x̄ by the ring

(2.1.2) OX,x̄[T1, . . . , Tm]/(T ri − ui)
m
i=1

and g̃i by g̃i−λ(Ti), the extension (2.1.1) splits. Note that (2.1.2) is a finite flat OX,x̄-algebra

and is an étale algebra if the ri are prime to k(x); that is, if Mgp,tor

x̄ ⊗ k(x) = 0.

Hence it suffices to prove the proposition under the additional hypothesis that the map
Mgp

x̄ →Mgp

x̄ admits a section s : Mgp

x̄ →Mgp
x̄ . Let P := Mx̄. Then since Mx̄ = Mgp

x̄ ×Mgp
x̄

Mx̄ (this follows from the definition of M), the map s induces a map βP : P → Mx̄ such
that the induced map P →Mx̄ is bijective. By ([9], 2.10) the map βP extends to a chart in
some étale neighborhood of x̄, and so the proposition follows. ¤

Proposition 2.2. Let f : X → S be a morphism of fine log schemes and suppose βQ : Q →
MS is a chart. Then étale locally on

◦
X there exists a chart (Q,P, βQ, βP , θ) (with the same

(Q, βQ)) for f with θ : Q → P injective. If f : X → S is a morphism of fs log schemes and

if Q is saturated and torsion free, then étale locally on
◦

X there exists such a chart with P
saturated and torsion free.

Proof. Étale locally on
◦

X we can find a chart βP ′ : P ′ →MX , and in the fs case, we can by
(2.1) find a chart with P ′ fs and torsion free. Let x̄ → X be a geometric point, and define P
to be the fiber product of the diagram

Qgp ⊕ P ′gpyfb◦βQ⊕βP ′

MX,x̄ −−−→ Mgp
X,x̄.

By ([9], 2.10), P is a fine monoid, and in the fs case with Q and P ′ saturated and torsion
free, the monoid P is again saturated and torsion free since it is a submonoid of Qgp ⊕ P ′gp

and MX,x̄ is saturated. Let θ : Q → P be the map induced by the map Q → Qgp ⊕ P ′gp

which sends q ∈ Q to (q, 0), and let βP : P → MX,x̄ denote the projection to MX,x̄. After
replacing X by an étale neighborhood of x̄, we can by ([9], 2.10) assume that βP extends to
a global chart, which we also denote by βP , for MX . Moreover, since Q is finitely generated
the resulting diagram

Q
θ−−−→ P

βQ

y yβP

f ∗MS
fb−−−→ MX

commutes in an étale neighborhood of x̄, since it is commutative at x̄ by construction. Thus
(Q,P, βQ, βP , θ) defines a chart as desired in some étale neighborhood of x̄. ¤

In section 5, we shall often consider the situation of a fine log structure M on a scheme
X and a map P → M, where P is a fine monoid. We therefore include the following two
corollaries of (2.1):
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Corollary 2.3. Let M be a fine log structure on a scheme X, and suppose a morphism
π : P →M from a fine monoid P is given. Then in a fppf neighborhood of any point x ∈ X

there exists a lifting π̃ : P →M of π. If Mgp,tor

x̄ ⊗ k(x) = 0, then a lifting π̃ of π exists in
an étale neighborhood of x.

Proof. Let r : M →M denote the quotient map. By (2.1), we can after replacing X by a
fppf neighborhood of x assume that the map rx̄ : Mx̄ → Mx̄ admits a section (in the case

when Mgp,tor

x̄ ⊗ k(x) = 0 it suffices by (2.1) to replace X by an étale neighborhood of x).
Hence we can find a map π̃x̄ : P →Mx̄ such that rx̄ ◦ π̃x̄ = πx̄. Since P is fine, we can extend
the map π̃x̄ to a map π̃ : P →M in some étale neighborhood of x̄. Now since P is finitely
generated, the two maps

π, r ◦ π̃ : P −→M,

which are equal at x̄, are equal in some étale neighborhood of x̄. From this the result
follows. ¤

Corollary 2.4. Let M be a fine log structure on a scheme X, and suppose a map π : P →M
from a fine monoid P is given.

(i). If π̃i : P →M (i = 1, 2) are two lifts of π, then π̃1 is a chart if and only if π̃2 is a chart.

(ii). If M is fs, then π lifts fppf locally on X to a chart for M if and only if π lifts étale
locally to a chart for M.

Proof. To see (i), note that for each p ∈ P there exists a unique unit up ∈ O∗X such that
π̃1(p) = λ(up) + π̃2(p). Hence if εi : Mi → M (i = 1, 2) denotes the morphism of fine log
structures obtained from π̃i, then the map

P −→ O∗X ⊕ P, p 7→ (up, p)

induces an isomorphism σ : M1 →M2 such that ε1 = ε2 ◦σ. Therefore, ε1 is an isomorphism
if and only if ε2 is an isomorphism.

As for (ii), note first that the “if” direction is clear. To prove the “only if” direction
suppose that there exists an fppf cover f : X ′ → X such that f−1(π) : P → f−1M lifts to a
chart for f∗M. By (2.3), we can after replacing X by an étale cover assume that we have a
lifting π̃ : P →M of π. We claim that the morphism of log structures ε : M′ →M obtained

from π̃ is an isomorphism. To verify this, it suffices to show that the map ε̄ : M′ →M is an
isomorphism ([8], 3.2), and since f : X ′ → X is surjective it suffices to verify that the map

f−1(ε̄) : f−1M′ → f−1M is an isomorphism. But by (i), the map f ∗(ε) : f ∗M′ →M is an
isomorphism, since we are assuming that there exists some lift of π over X ′ which is a chart.
Hence the map f−1(ε̄) is also an isomorphism. ¤

3. Existence of universal log structures

Fix a fine log scheme S and let LogS be as defined in the introduction. In this section we
prove theorem (1.1) assuming the result that LogS is a stack with respect to the fppf topology
(A.2).
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Remark 3.1. The fact that LogS is a stack with respect to the fppf-topology is used in two
places in the proof of (1.1):

(i). In the proof of (3.2), we use the fact that the functor I defined in (3.4 (i)) is a sheaf with
respect to the fppf topology. This is because only a flat cover of I is constructed (3.7), and
in order to use ([14], 10.4.1) to prove that I is an algebraic space we need that I is a sheaf
with respect to the fppf topology.

(ii). The cover of LogS constructed in (3.16) is only a flat cover, and in order to apply ([14],
10.1) we need that LogS is a stack with respect to the fppf topology.

One can show, however, that the substack TorS ⊂ LogS classifying fs log schemes over S is
an algebraic stack without using (A.2). In the case when the log structures M1 and M2 in
(3.4 (i)) are fs, the cover of I constructed in (3.7) is in fact an étale cover (this follows from
the proof). Moreover, the theory of toric stacks discussed in section 5 yields a smooth cover
of TorS ((5.25)–(5.27)).

The proof of (1.1) will be in several steps ((3.2)–(3.16)). The reader may wish to consult
examples (3.10), (3.11), and (3.18) before proceeding with the proof.

Theorem 3.2. The diagonal

(3.2.1) ∆LogS
: LogS −→ LogS × ◦

S
LogS

is representable, locally separated, and of finite presentation.

Remark 3.3. Recall ([12], II.3.9) that a morphism between algebraic spaces f : I → X is
locally separated if the diagonal I → I ×X I is a quasi-compact immersion. The statement
that f is locally separated can be verified étale locally on X and is preserved under arbitrary
base change X ′ → X. Hence by ([14], 3.10.1) it makes sense to say that a representable
morphism of stacks is locally separated.

Before giving the proof of (3.2) let us note the following corollary:

Corollary 3.4. (i). Let

M0
s1−−−→ M1

s2

y
M2

be a diagram of fine log structures on a scheme X. Then the functor I on X-schemes which
to any f : Z → X associates the set of isomorphisms ε : f ∗M1 → f ∗M2 such that ε◦f∗(s1) =
f ∗(s2) is representable by a locally separated algebraic space of finite presentation over X.

(ii). Let M be a fine log structure on a scheme X. Then the functor Aut(M) on X-schemes
which to any f : Z → X associates the set of automorphisms of f ∗M is representable by a
locally separated algebraic space of finite presentation over X.

Proof. To see (i), note that the maps s1 and s2 define two morphisms of log schemes

h1 : (X,M1) −→ (X,M0), h2 : (X,M2) −→ (X,M0)
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and the functor I is by definition the fiber product of the diagram

Xyh1×h2

Log(X,M0)
∆−−−→ Log(X,M0) ×X Log(X,M0).

Hence (i) follows from (3.2).

Statement (ii) follows from (i) by taking M0 = O∗X and M1 = M2 = M. ¤

Proof of (3.2). To say that the diagonal (3.2.1) is representable means that for any
◦
S-scheme

h : X →
◦
S and diagram of fine log structures on X

(3.4.1)

h∗MS
s1−−−→ M1

s2

y
M2,

the functor I on X-schemes obtained from (3.4 (i)) by taking M0 = h∗MS is representable
by a locally separated algebraic space of finite presentation over X.

Now to prove that I is representable and locally separated we have to show that the
diagonal ∆ : I → I ×X I is representable by quasi-compact locally closed immersions, and
that I admits a flat cover of finite presentation over X ([14], 10.4.1), since we know that I
is a sheaf with respect to the fppf topology by (A.2). The key tools will be (2.1) and the
following lemma:

Lemma 3.5. Let Y be a quasi-compact scheme and let M be a fine log structure on Y .

(i). Suppose given a chart β : P →M. For any geometric point ȳ → Y define

Fȳ := {p ∈ P |α(p) ∈ O∗Y,ȳ}
and let PFȳ ⊂ P gp be the submonoid generated by P and {−f |f ∈ Fȳ}. Then P ∗

Fȳ
⊂ P gp

equals F gp
ȳ and the natural map

(3.5.1) PFȳ/P
∗
Fȳ
−→Mȳ

is an isomorphism.

(ii). The sheaf Mgp
is a constructible sheaf of Z-modules ([3], IX.2.3).

(iii). If ζ̄ → Y is a generization ([3], VIII.7.2) of a geometric point ȳ → Y , then the
specialization map

Mgp

ȳ −→Mgp

ζ̄

is surjective and identifies Mgp

ζ̄ with the quotient of Mgp

ȳ by the subgroup generated by the
image of

{m ∈Mȳ|α(m) ∈ OY,ȳ maps to a unit in OY,ζ̄}.
Proof. To see the equality P ∗

Fȳ
= F gp

ȳ in (i), note that clearly F gp
ȳ ⊂ P ∗

Fȳ
. On the other hand,

if p ∈ P ∗
Fȳ

, then we can write p = p1 − f where p1 ∈ P and f ∈ Fȳ. Since the map P →Mȳ

factors through PFȳ , the image of p1 in Mȳ is a unit. Hence p1 ∈ Fȳ and p ∈ F gp
ȳ .
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From the equality P ∗
Fȳ

= F gp
ȳ it follows that the map (3.5.1) is an isomorphism. Indeed the

construction of the log structure associated to a pre-log structure ([9], 1.3) shows that (3.5.1)
is surjective, and that the map P →Mȳ induces an isomorphism Mgp

ȳ ' P gp/F gp
ȳ .

To prove (ii), we may assume that we have a chart P → Γ(Y,M) from a fine monoid P ,
since the assertion is étale local on Y by ([3], IX.2.4). We may also assume that Y = Spec(R)
for some ring R. Let p1, . . . , pn ∈ P be elements which generate P , and for each subset
S ⊂ {1, . . . , n} let

US = Spec(RS)

where
RS = R∏

i∈S α(pi)/(α(pj))j /∈S.

Then ∪US = Y and the US are disjoint locally closed sub-schemes of Y . Moreover, the
sheaf Mgp|US

is by (i) the constant sheaf associated to the quotient of P gp by the subgroup
generated by {pi}i∈S.

To prove (iii), we may again assume that we have a chart P → Γ(Y,M). Then for any
geometric point ȳ → Y , the stalk Mgp

ȳ is by (i) isomorphic to the quotient of P gp by the
subgroup of P gp generated by the set of p ∈ P for which α(p) ∈ O∗Y,ȳ. From this the result
follows. ¤

With this we can begin the proof of theorem (3.2). By replacing S by (X, h∗MS), we can

assume that
◦
S = X.

3.6. The diagonal ∆I : I → I×XI is representable by quasi-compact locally closed immersions.

Proof. What has to be shown is that if σ : M → M is an automorphism of a fine log
structure M on X, then the condition σ = id is represented by a quasi-compact locally
closed immersion Z → X.

Consider first the map σ̄ : M→M. We claim that the condition σ̄ = id is represented by
a quasi-compact open immersion j : U ↪→ X. Indeed the set of points of X where σ̄gp = id
is constructible by (3.5 (ii)) and stable under generization by (3.5 (iii)). Hence the condition
σ̄ = id is representable by an open immersion j : U ↪→ X. To verify that j is quasi-compact,
we may replace X by an étale cover and hence can assume that X is affine and that M admit
a global chart. In this case, the proof of (3.5 (ii)) shows that there exists a finite stratification
of X by locally closed affine subschemes such that M is constant on each stratum. Hence in
this case U is a finite union of affine schemes and hence is quasi-compact. Therefore, after
replacing X by an open set, we may assume that σ̄ = id.

We claim that if σ̄ = id, then the condition σ = id is represented by a closed subscheme of
X. To see this, we may assume that we have a chart β : P →M. Since the map σ̄ is equal
to the identity, for each p ∈ P there exists a unique unit up ∈ O∗X such that

β(p) = σ(β(p)) + λ(up).

From this we conclude that if {p1, . . . , pr} ∈ P is a set of generators for P , then the condition
σ = id is represented by the closed subscheme defined by the ideal

(u1 − 1, . . . , ur − 1).

¤
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3.7. I admits a flat cover of finite presentation over X.

Proof. For each point x ∈ X, we can by (2.1) find a fppf neighborhood g : V → X of x, a
geometric point x̄′ → V mapping to x, and charts Pi → g∗Mi such that the maps Pi →Mi,x̄′

are bijective (i = 1, 2) (note that in the case when the Mi are saturated we can take V to be
an étale neighborhood of x by (2.1)). Define fine monoids Qi by the formula

Qi := P gp
i ×g∗Mgp

i,x̄′
g∗MS,x̄′

and let βi : Qi → g∗MS,x̄′ be the projection maps. By the definition of Qi the image of the
composite

Qi
pr1−−−→ P gp

i −−−→ Mgp

i,x̄′

is contained in Mi,x̄′ . Since P → Mi,x̄′ is bijective it follows that the projection to P gp
i

induces a map θi : Qi → Pi.

Lemma 3.8. The maps β̄i : Qi →MS,x̄′ induced by the βi are bijective.

Proof. If m ∈ g∗MS,x̄′ , then there exists a unique unit u(m) such that there exists q ∈ Qi

with βi(q) = λ(u(m)) + m. Indeed since P → Mi,x̄′ is bijective, there exists a unique unit
u(m) such that the image of λ(u(m)) + m in g∗Mi,x̄′ is in the image of P . Thus the maps
β̄i : Qi →MS,x̄′ are surjective.

On the other hand, if qj ∈ Qi (j = 1, 2) are two elements with β̄i(q1) = β̄i(q2), then writing
qj = (pj,mj) with pj ∈ P gp and mj ∈ g∗MS,x̄′ , we see that there exists a unit u such that
m1 = λ(u)+m2. Thus the images of p1 and p2 in g∗Mi,x̄′ differ by a unit, and since the maps
P →Mx̄′ are bijective we must have p1 = p2. Thus m2 and m2 + λ(u) have the same image
in g∗Mi,x̄′ and so u = 1. From this it follows that q1 = q2. ¤

Put Q = Q1. Since the maps β̄i : Qi →MS,x̄′ are bijective, there exists a unique isomor-
phism ε : Q → Q2 such that β̄2 ◦ ε = β̄1. Hence for each q ∈ Q there exists a unique unit
uq ∈ O∗V,x̄′ such that

β1(q) = β2(ε(q)) + λ(uq),

and the association q 7→ uq defines a group homomorphism

ρ : Qgp → O∗V,x̄′ .

Let G denote the image.

We then have a commutative diagram
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(3.8.1)

Q P1

G⊕ P2

g∗M2,x̄′ ,

g∗MS,x̄′ g∗M1,x̄′

-θ1

?

ρ⊕ θ′2

-

?

Z
Z

Z
Z

Z
Z

ZZ~

β1

Z
Z

Z
Z

ZZ~

Z
Z

Z
Z

Z
ZZ~

where θ′2 := θ2 ◦ ε. Since our log structures are fine we can extend the data (Q,P1, θ1) and
(Q,G⊕ P2, ρ⊕ θ′2) to charts for the morphisms

(V, g∗Mi) −→ (V, g∗MS)

in some étale neighborhood of x̄′ using ([9], 2.10).

For each isomorphism σ : P1 → P2 for which θ′2 = σ ◦ θ1, define a scheme

Cσ := SpecV (OV [P gp
1 ]/J),

where J is the ideal sheaf generated by the equations

(3.8.2) α2(σ(p))e(p) = α1(p), p ∈ P1

and

(3.8.3) e(θ1(q)) = ρ(q), q ∈ Q.

Here e(p) denotes the image of an element p ∈ P1 in the group algebra OV [P gp
1 ], and we have

abused notation and written αi for the composite

Pi −−−→ g∗Mi −−−→ OV .

There is a tautological isomorphism g∗M1 ' g∗M2 over Cσ defined by the map

p 7→ λ(e(p)) + σ(p), p ∈ P1,

which induces a morphism

j : Cσ −→ I|V .

We claim that j makes Cσ an open sub-functor of I|V .

To see this, observe that Cσ represents the functor on V -schemes which to any f : Z → V
associates the set of isomorphisms ε : (g ◦ f)∗M1 → (g ◦ f)∗M2 such that ε ◦ (g ◦ f)∗(s1) =
(g ◦ f)∗(s2), and for which the diagram

(3.8.4)

P1
σ−−−→ P2y y

f−1g−1M1
ε̄−−−→ f−1g−1M2
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commutes. Indeed given such an ε, define a map to Spec(OV [P gp
1 ]) by sending an element

e(p) (p ∈ P1) to the unique unit up ∈ O∗Z for which

ε(p) = λ(up) + σ(p).

This map to Spec(OV [P gp
1 ]) factors through Cσ: the equations in (3.8.2) are satisfied because

α2 ◦ ε = α1, and the equations in (3.8.3) are satisfied because ε ◦ (g ◦ f)∗(s1) = (g ◦ f)∗(s2).

By (3.5), the condition that (3.8.4) commutes is an open condition, and hence Cσ is an
open sub-functor of I|V . In particular, the map Cσ → I is flat.

The union of all Cσ constructed in the manner above cover I. Indeed given a map ε : Z → I
and a point z ∈ Z mapping to some x ∈ X, we can, by the argument given above, fppf locally
find charts (Q,P1, θ1) and (Q,G⊕ P2, ρ⊕ θ′2) for the morphisms

(X,Mi) → (X,MS)

as in (3.8.1), such that the maps

Pi →Mi,x̄

are bijective.

The isomorphism ε hence induces an isomorphism σ : P1 ' P2 such that θ′2 = σ ◦ θ1 and
such that the diagram (3.8.4) over Z commutes. Therefore by the functorial description of
Cσ, the image of the map

Cσ ×I Z → Z

contains z.

Finally to see that I → X is quasi-compact, we may assume that X is affine. In addition,
we may replace X by an étale cover so we may assume that all log structures involved admit
global charts. In this case, there exists by the proof of (3.5) a finite stratification {Xi} by
locally closed affine subschemes of X over which the sheavesMS,M1, andM2 are all constant.
By base changing to the Xi we can therefore assume that these sheaves are constant over
X. Replacing X by another cover we can also assume that we have a diagram of charts as
in (3.8.1) such that the maps Pi →Mi are isomorphisms. In this case I is representable by
the disjoint union over the set of isomorphisms σ : P1 ' P2 satisfying θ′2 = σ ◦ θ1 of the Cσ.
As shown in the following lemma (3.9), the set of such isomorphisms is finite, and hence I is
quasi-compact. ¤

Lemma 3.9. Let P be a fine monoid with P ∗ = {0}.
(i). The set Irr(P ) of irreducible elements in P is finite and generates P .

(ii). The automorphism group Aut(P ) of P is finite.

Proof. To see (i), let {p1, . . . , pn} be a set of generators for P with n minimal. If p ∈ Irr(P ),
then p must be one of the pi, for if we write p =

∑
i aipi then the irreducibility of p implies

that
∑

i ai = 1. Hence Irr(P ) is finite and there is an inclusion Irr(P ) ⊂ {p1, . . . , pn} which we
claim is a bijection. Indeed, suppose one of the pi, say pn, is not irreducible. Then pn = p+ q
for some non-zero p, q ∈ P . The elements p and q must be in the submonoid of P generated
by {p1, . . . , pn−1}, for otherwise we can write p = p′ + pn for some p′ ∈ P (after possibly
interchanging p and q) which implies that q is a unit; a contradiction. But if p and q are in
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the submonoid generated by {p1, . . . , pn−1}, then P is also generated by this set contradicting
the minimality of our set of generators. Hence P is generated by Irr(P ).

Statement (ii) follows from (i), because any automorphism of P must map Irr(P ) to itself,
and since this finite set generates P we obtain an inclusion Aut(P ) ⊂ Aut(Irr(P )). ¤

This concludes the proof of (3.2). ¤

Example 3.10. Let X = A1 = Spec(Z[T ]) be the affine line with log structure MX associated
to the map N → Z[T ], 1 7→ T . Then the algebraic space Aut(MX) can be described as follows.
Since a free monoid of rank 0 or 1 has no automorphisms, any automorphism ε : MX →MX

must induce the identity map on MX . Thus if ε ∈ Aut(MX)(Y ) for some f : Y → X, ε is
induced by a map

(3.10.1) N → O∗Y ⊕ N, 1 7→ (u, 1),

where u is a unit satisfying uT = T . Conversely, any such unit u gives rise to an automorphism
of f∗MX by the same formula (3.10.1), and so there is an isomorphism

Aut(MX) ' Spec(OX [U±]/T (U − 1)).

Example 3.11. More generally, let us construct directly the fiber product I of the diagram

X = Spec(Z[X1, . . . , Xr])yMX

Y = Spec(Z[Y1, . . . , Yr])
MY−−−→ Log(Spec(Z),O∗

Spec(Z)
),

where r ≥ 1 is an integer and MX (resp. MY ) denotes the log structure associated to

(3.11.1) Nr → OX , (ai)
r
i=1 7→

r∏
i=1

Xai
i (resp. Nr → OY , (ai)

r
i=1 7→

r∏
i=1

Y ai
i ).

Let Sr denote the symmetric group on r letters, and for every σ ∈ Sr let Iσ be the X × Y -
scheme whose underlying scheme is X×Gr

m and whose structure morphism is induced by the
projection to X and the map ρσ to Y given by

(3.11.2) ρ∗σ : Z[Yi]
r
i=1 −→ Z[Xi, U

±
i ]ri=1, Yσ(i) 7→ UiXi.

Let Ĩ :=
∐

σ∈Sr
Iσ, pr : Ĩ → X the projection, and ρ :=

∐
ρσ : Ĩ → Y the map obtained from

the ρσ.

Over Iσ there is a natural isomorphism ισ : pr∗MX → ρ∗σMY induced by the map

Nr −→ O∗X×Gr
m
⊕ Nr, ei 7→ (U−1

i , eσ(i)).

Thus there is a natural map π : Ĩ → I. Note also that over Iσ there is a natural commutative
diagram

Nr
ei 7→eσ(i)−−−−−→ Nr

β̄X

y yβ̄Y

pr−1MX
ῑσ−−−→ ρ−1

σ MY ,
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where βX (resp. βY ) denotes the chart Nr →MX (resp. Nr →MY ) used in the construction
of MX (resp. MY ).

In fact, Ĩ represents the functor which to any g1 × g2 : Z → X × Y associates the set of
pairs (ι, σ), where ι : g∗1MX → g∗2MY is an isomorphism and σ ∈ Sr is a permutation such
that the diagram

(3.11.3)

Nr
ei 7→eσ(i)−−−−−→ Nr

β̄X

y yβ̄Y

g−1
1 MX

ῑ−−−→ g−1
2 MY

commutes. Indeed given such a pair (ι, σ) over some X-scheme f : Z → X, define a map
h : Z → Iσ ' X ×Gr

m over X by

OGr
m
' Z[U±

1 , . . . , U±
r ] −→ Γ(Z,OZ), Ui 7→ ui,

where ui ∈ Γ(Z,O∗Z) denotes the unique unit such that ι(βX(ei)) = −λ(ui) + βY (eσ(i)) (such
a unit exists by the commutativity of (3.11.3)). Then ι = h∗(ισ) and h is the unique map
with this property.

Next observe that for any morphism g1 × g2 : Z → X × Y and isomorphism ι : g∗1MX '
g∗2MY , there exists étale locally on Z an element σ ∈ Sr such that diagram (3.11.3) commutes.
To verify this we may assume that Z is the spectrum of a strictly henselian local ring. Let
z ∈ Z be the closed point. Then the maps

β̄X : Nr −→ (g−1
1 MX)z, β̄Y : Nr −→ (g−1

2 MY )z

admit sections by (3.5 (i)) giving isomorphisms Nr ' Nr′ ⊕ (g−1
1 MX)z and Nr ' Nr′ ⊕

(g−1
2 MY )z for some r′ ≤ r. Extending the isomorphism ῑz in some way to all of Nr we obtain

a permutation σ ∈ Sr such that diagram (3.11.3) commutes at z ∈ Z. But then by (3.5 (iii))
the diagram (3.11.3) commutes everywhere since Z is the spectrum of a strictly henselian
local ring, and σ is the desired permutation.

It follows that I is the quotient of Ĩ by the equivalence relation defined by the subfunctor

Γ ⊂ Ĩ ×X×Y Ĩ consisting of pairs {(ι, σ), (ι, σ′)}. To show that I is representable by an

algebraic space it suffices to show that Γ is representable and that the two projections Γ ⇒ Ĩ
are étale. Let Γσ,σ′ ⊂ Γ be the fiber product of functors Γ ×(Ĩ×X×Y Ĩ) (Iσ ×X×Y Iσ′) so

that Γ =
∐

σ,σ′ Γσ,σ′ . The functor Γσ,σ′ associates to any g1 × g2 : Z → X × Y the set of

isomorphisms ι : g∗1MX ' g∗2MY for which the diagram (3.11.3) commutes for both σ and
σ′. Thus the first (resp. second) projection identifies Γσ,σ′ with a subfunctor of Iσ (resp.
Iσ′). Moreover, the condition that diagram (3.11.3) commutes with both σ and σ′ is an open
condition by lemma (3.5 (ii)) and (3.5 (iii)). Therefore, Γσ,σ′ maps isomorphically onto open

subschemes of Iσ and Iσ′ . In particular, Γ is representable and the two projections to Ĩ are
étale.

Remark 3.12. The functor I of (3.4 (i)) is not separated in general. For an explicit example
where the valuative criterion for separation fails, let A be a discrete valuation ring with
uniformizer π, and let M be the log structure associated to the chart

N⊕ N −→ A, (i, j) 7→ πi+j.
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Then the identity map and the map induced by

(i, j) 7→ (j, i)

are two automorphisms of M both of which induce the identity map on the generic fiber.

Theorem 3.13. Let Q be a fine monoid and let

Q
s1−−−→ P1

s2

y
P2

be a diagram of fine monoids with s1 and s2 injective. Define

S = Spec(Q → Z[Q]), X = Spec(P1 → Z[P1]), Y = Spec(P2 → Z[P2]),

and let h :
◦

X × ◦
S

◦
Y →

◦
S be the natural map. Denote by I the algebraic space over

◦
X × ◦

S

◦
Y

obtained from (3.4 (i)) applied to the diagram

h∗MS −−−→ pr∗1MXy
pr∗2MY .

Then the two projections

I −→
◦

X, I −→
◦

Y

are flat.

Proof. For any fine monoid P let P ∗ ⊂ P be the set of invertible elements and let P = P/P ∗.
Denote by r(P ) the minimal number of generators of P . If P ∗ = {0}, then by (3.9 (i)) the
number r(P ) is equal to the number of irreducible elements in P .

Lemma 3.14. Let X be a scheme, and let P →M be a chart for a fine log structure M on
X.

(i). Let x̄ → X be a geometric point and let Fx̄ ⊂ P gp be the submonoid defined in (3.5 (i)).
Then Fx̄ is finitely generated and if Fx̄ 6= P ∗ then r(PFx̄/P

∗
Fx̄

) < r(P ).

(ii). If x̄ → X is a geometric point with r(Mx̄) = r(P ), then the map P → Mx̄ is an
isomorphism.

Proof. To prove (i), let p1, . . . , pr(P ) ∈ P be a set of elements whose images generate P . Then

Fx̄ is the submonoid generated by P ∗ and those pi for which α(pi) ∈ O∗X,x̄. Indeed, any p ∈ Fx̄

can be written as

p = u +
∑

nipi, u ∈ P ∗, ni ∈ N,

and if α(p) = α(u)
∏

i α(pi)
ni is a unit in OX,x̄, then for all i with ni > 0 we must have

α(pi) ∈ O∗X,x̄. Hence Fx̄ is finitely generated. Moreover, if Fx̄ 6= P ∗ then at least one pi maps

to a unit in OX,x̄ which implies that r(PFx̄/P
∗
Fx̄

) < r(P ).

Statement (ii) follows from (3.5 (i)) and (i). ¤
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To prove theorem (3.13), it suffices to prove that the map I →
◦

X is flat. We proceed by
induction on n := r(P 1).

If n = 0, then P1 = P ∗
1 and so MX is trivial. Hence if g1 × g2 : Z →

◦
X × ◦

S

◦
Y is a

morphism, there exists an isomorphism g∗1pr∗1MX ' g∗2pr∗2MY if and only if g∗2pr∗2MY is
trivial. Therefore,

I ' Spec(Z[P ∗
1 ])×Spec(Z[Qgp]) Spec(Z[P gp

2 ]).

Now Z[P gp
2 ]/Z[Qgp] is flat since Qgp → P gp

2 is injective, and hence I/Z[P ∗
1 ] is also flat.

Next we prove the theorem for n assuming the result for n − 1. If x ∈
◦

X is a point with
r(MX,x̄) < n, then x lies in the open set

Spec(Z[P1,Fx̄ ]) ↪→ Spec(Z[P1]),

and r(MX,x̄′) < n for any other point x′ ∈ Spec(Z[P1,Fx̄ ]) by (3.5 (i)) and (3.14 (i)). Moreover,

by induction the theorem holds over Spec(Z[P1,Fx̄ ]). It follows that the set of points x ∈
◦

X
with r(MX,x̄) < n is an open set U<n, and that the theorem holds over U<n.

Combining this with lemma (3.14 (ii)), we see that it suffices to show that I →
◦

X is flat

over points x ∈
◦

X where the map P 1 →MX,x̄ is bijective.

We can assume that P1 ' P ∗
1 ⊕ P 1 by replacing P1 by G ⊕P ∗1 P1 for a suitable finitely

generated abelian group G. Indeed we can choose an inclusion P ∗
1 ↪→ G such that the

pushout of the sequence

0 −−−→ P ∗
1 −−−→ P gp

1 −−−→ P
gp

1 −−−→ 0

splits. Choose one such isomorphism G ⊕P ∗1 P gp
1 ' G ⊕ P

gp

1 . By the universal property of
pushout and the group associated to a monoid, the natural map

(G⊕P ∗1 P1)
gp −→ G⊕P ∗1 P gp

1

is an isomorphism, and so the composite

(3.14.1) G⊕P ∗1 P1 −→ G⊕P ∗1 P gp
1 ' G⊕ P

gp

1

is injective. Moreover, the image of (3.14.1) is equal to G⊕P 1, and so there exists a splitting
G⊕P ∗1 P1 ' G⊕ P 1.

The resulting map

Z[P1] −→ Z[G⊕P ∗1 P1] ' Z[G]⊗Z[P ∗1 ] Z[P1]

is faithfully flat, and since verification of the flatness of I →
◦

X can be done after replacing
◦

X by a flat cover, we may replace P1 by G⊕P ∗1 P1.

We can also assume that P 2 is generated by n elements and that we have a splitting
P2 ' P ∗

2 ⊕ P2. To see this, observe that the image of I is contained in the union of the open
subsets

◦
X × ◦

S
Spec(Z[P2,Fȳ ]) ⊂

◦
X × ◦

S

◦
Y
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where ȳ →
◦

Y is a geometric point with r(M2,ȳ) ≤ n. Hence we may replace P2 by P2,Fȳ . In

addition, we may assume that P2 ' P ∗
2 ⊕ P 2 by replacing Y by

Y ′ = Spec(G⊕P ∗2 P2 → Z[G⊕P ∗2 P2])

for a suitable group G as discussed above for P1. Then, if I ′ denotes the algebraic space
obtained from X and Y ′, we have a flat surjection

I ′ −→ I,

and since the property of being flat is fppf-local on domain it suffices to consider I ′.

Fix splittings P1 ' P ∗
1 ⊕ P 1 and P2 ' P ∗

2 ⊕ P 2, and let

ρi : Qgp −→ P ∗
i , θi : Q −→ P i, i = 1, 2

be the maps induced by the composites

P ∗
i

↗
Q −→ Pi ' P ∗

i ⊕ P i

↘
P i.

If βQ : Q → MS (resp. β1 : P1 → MX , β2 : P2 → MY ) denotes the natural chart, then
vieweing βi as a map from P ∗

i ⊕ P i using the isomorphisms Pi ' P ∗
i ⊕ P i we obtain charts

(Q,P ∗
i ⊕ P i, βQ, βi, ρi ⊕ θi) for the morphisms X → S and Y → S.

For each isomorphism σ : P 1 → P 2 for which σ ◦ θ1 = θ2, define a scheme

Cσ := Spec ◦
X× ◦

S

◦
Y
(O ◦

X× ◦
S

◦
Y
[P

gp

1 ]/J),

where J is the ideal sheaf generated by the equations

α2(σ(p))e(p) = α1(p), p ∈ P 1

and

e(θ1(q)) = α2(ρ2(q))α1(ρ1(q))
−1, q ∈ Q.

Then just as in the proof of (3.2), there is a natural open immersion Cσ → I, and the

union of the Cσ cover the set of points of I lying over points x ∈
◦

X for which P 1 →MX,x̄ is
bijective. Therefore it suffices to show that OCσ is flat over Z[P1].

This follows from the definitions. Writing out the definition of Cσ one finds that

OCσ ' Z[P 1][P
∗
1 ⊕Qgp P gp

2 ],

and hence it suffices to show that

Z[P ∗
1 ] −→ Z[P ∗

1 ⊕Qgp P gp
2 ]

is flat. This follows from the fact that Qgp → P gp
2 is injective. ¤
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Corollary 3.15. Let S be a fine log scheme and suppose given a chart Q → MS. Let

U =
∐

(θ,P )

◦
SQ[P ], where the disjoint union is taken over injective maps of fine monoids

θ : Q → P . Then the natural map

(3.15.1) U −→ LogS

is flat and surjective.

Proof. The map (3.15.1) is surjective by (2.2) which shows that any 1-morphism T → LogS

factors fppf-locally on T through one of the
◦
SQ[P ] appearing in the definition of U . This

local factorization also implies that to verify the flatness of (3.15.1) it suffices to show that if
θ : Q → P and θ′ : Q → P ′ are two injective map of fine monoids, then the fiber product

◦
SQ[P ]×LogS

◦
SQ[P ′] '

◦
S ×Spec(Z[Q]) (Spec(Z[P ])×LogSpec(Q→Z[Q])

Spec(Z[P ′]))

is flat over both
◦
SQ[P ] and

◦
SQ[P ′]. This follows from (3.13). ¤

3.16. Completion of proof of (1.1).

By (3.2) the diagonal
∆ : LogS −→ LogS × ◦

S
LogS

is representable and of finite presentation. Thus by ([14] 10.1) it suffices to exhibit a flat

cover, locally of finite presentation over
◦
S, of LogS, since LogS is a stack with respect to the

fppf topology by (A.2). To find such a cover, we may replace S by an étale cover and hence
can assume that we have a chart Q → MS. In this case, a cover of LogS with the desired
properties is provided by (3.15). ¤
Remark 3.17. The stacks LogS are not quasi-separated. Indeed this is equivalent to saying
that the functors I of (3.4 (i)) are separated over X which they are not (see (3.12)).

Example 3.18. We continue with the example discussed in (3.11). Fix an integer r ≥ 1, and
let S be the fibered category over the category of schemes whose fiber over some scheme T
is the groupoid of fine log structure M on T such that for every geometric point t̄ → T the
stalk Mt̄ is isomorphic to Nr′ for some r′ ≤ r. If M is any fine log structure on T , then the
set of points t ∈ T for which Mt̄ is isomorphic to Nr′ for some r′ ≤ r is an open set by (3.5
(ii)) and (3.5 (iii)). Hence S is an open substack of Log(Spec(Z),O∗

Spec(Z)
). However, we can see

directly that S is an algebraic stack.

If M is a fine log structure on a scheme T , then M defines an object of S(T ) if and only
if étale locally on T there exists a chart Nr →M. The “if” direction follows from (3.5 (i)).
As for the “only if” direction, note that if M∈ S(T ), then we can by (2.1) étale locally find
a chart β : Nr′ → M for some r′ ≤ r. Defining β2 : Nr ' Nr′ ⊕ Nr−r′ → M to be the map
whose restriction to Nr′ is β and whose restriction to Nr−r′ sends all elements to λ(1), we
obtain a chart as desired for M.

Let X = Spec(Z[X1, . . . , Xr]), and let MX be the log structure on X defined in (3.11.1).
By the preceding paragraph, any 1-morphism t : T → S factors étale locally on T through
X. Therefore, given two 1-morphisms t : T → S and t′ : T ′ → S the fiber product T ×S T ′

is representable by an algebraic space. Indeed this can be verified étale locally on T and T ′,
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and so we may assume that t and t′ factor through maps t̃ : T → X and t̃′ : T ′ → X. In this
case,

T ×X (X ×S X)XT ′

is representable since X ×S X is representable by (3.11).

From this discussion it also follows that MX : X → S is smooth and surjective. Indeed,

using the notation of (3.11), the two projections from Ĩ to X are smooth and surjective by

(3.11.2), and since Ĩ → I is étale, the two projection from I to X are also smooth and
surjective. Now if t : T → S is any 1-morphism, to verify that T ×S X → T is smooth and
surjective, we may replace T by an étale cover and hence can assume that t factors through
a map t̃ : T → X. In this case, T ×S X is isomorphic to T ×X I and the result follows. This
proves that S is an algebraic stack.

We conclude this section by noting two basic properties of the stacks LogS.

Proposition 3.19. Let s :
◦
S → LogS be the map induced by the morphism of log schemes

id : S → S.

(i). For any morphism of log schemes f : T → S, the fiber product
◦

T ×LogS

◦
S represents the

functor on
◦

T -schemes which to any g : Z →
◦

T associates the unital set if g∗(f b) : g∗f ∗MS →
g∗MT is an isomorphism and the empty set otherwise.

(ii). The map s is an open immersion.

Proof. Statement (i) follows from the definition of
◦

T ×LogS

◦
S.

To see (ii), note that a morphism of fine log structures M1 → M2 on a scheme X is an
isomorphism if and only if the induced map M1 → M2 is an isomorphism ([8], 3.2), so we

can interpret the functor
◦

T ×LogS

◦
S as the functor on

◦
T -schemes which to any g : Z →

◦
T

associates the unital set if the map g−1f−1MS → g−1MT is an isomorphism and the empty

set otherwise. Now the set of points t ∈
◦

T for which the map (f−1MS)t̄ → MT,t̄ is an
isomorphism is a constructible set by (3.5 (ii)) and is stable under generization by (3.5 (iii));
hence is an open set. From this (ii) follows. ¤
Proposition 3.20. Suppose

X ′ pr1−−−→ X

pr2

y yf

S ′
g−−−→ S

is a cartesian diagram in the category of fine log schemes ([9], 2.6). Then the induced diagram
of algebraic stacks

LogX′
Log(pr1)−−−−−→ LogX

Log(pr2)

y yLog(f)

LogS′
Log(g)−−−−→ LogS

is also cartesian ([14], 2.2.2).
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Proof. By the definition of the fiber product of stacks ([14], 2.2.2), there is a natural functor

(3.20.1) LogX′ −→ LogS′ ×LogS
LogX

and it follows from the definitions that this functor is fully faithful. To see that it is essentially
surjective, suppose T is a scheme and that we are given an object O ∈ (LogS′×LogS

LogX)(T ).

By definition, O is a collection of data consisting of morphisms g1 : T →
◦
S
′
and g2 : T →

◦
X

such that
◦
g ◦ g1 =

◦
f ◦ g2 (call this morphism h), together with fine log structures M1 and

M2 on T and a commutative diagram

h∗MS

g∗1(gb)−−−→ g∗1MS′
gb
1−−−→ M1

id

y yε

h∗MS

g∗2(fb)−−−→ g∗2MX

gb
2−−−→ M2,

where ε is an isomorphism. Let O′ ∈ LogX′ be the morphism (T,M1) → X ′ obtained from
the morphisms

(g2, ε
−1 ◦ gb

2) : (T,M1) −→ X, (g1, g
b
1) : (T,M1) −→ S ′.

Then the image of O′ under (3.20.1) is isomorphic to O and so (3.20.1) is essentially surjective.
¤

4. Properties of morphisms of fine log schemes

Let f : X → S be a morphism of fine log schemes. If g : Z → X is an object of LogX ,
then f ◦ g : Z → S is an object of LogS, and hence there is a natural functor

Log(f) : LogX → LogS.

This functor is faithful, and hence by ([14], 8.1.2) the morphism of stacks Log(f) is a repre-
sentable.

Definition 4.1. Let P be a property of representable morphisms of algebraic stacks. We say
that f : X → S has property Log(P) if the morphism of stacks Log(f) has property P . We

say that f has property weak Log(P) if the map
◦

X → LogS has property P .

For example, the property P could be the property of being étale, smooth, flat, or locally
of finite presentation ([14], 3.10). We will often refer to f as being (weakly) Log étale,
(weakly) Log smooth, (weakly) Log flat, or (weakly) Log locally of finite presentation. In
this section we study the relationship between these notions and K. Kato’s notions of log
étale, log smooth, and log flat morphisms of log schemes (([9], 3.3) and ([10], 1.10)).

Remark 4.2. If the property P is preserved under restriction to open substacks, then (3.19
(ii)) implies that f has property weak Log(P) if f has property Log(P). As the following
example shows, however, there exist properties P for which the condition weak Log(P) does
not imply Log(P).
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Example 4.3. Let R be a ring and let (M, α) (or just M) be the log structure associated to
the pre-log structure N → R, 1 7→ 0. Then the morphism

M : Spec(R) −→ Log(Spec(R),O∗R)

induced by M has geometrically connected fibers. Indeed if T = Spec(k) is the spectrum
of a separably closed field over R and Mk a fine log structure on T defining a map T →
Log(Spec(R),O∗R), then the product Spec(R) ×Log(Spec(R),O∗

R
)
T is the empty scheme unless Mk

is isomorphic to N in which case Mk and M|Spec(k) are isomorphic ([9], 2.5.2). If Mk and
M|Spec(k) are isomorphic, then (3.10) shows that the set of isomorphism between them is a
(trivial) Gm-torsor (and in particular is connected).

On the other hand, the morphism

Log(Spec(R),M) −→ Log(Spec(R),O∗R)

does not have geometrically connected fibers. For example, if f : T → Spec(R) is an R-
scheme, then lifting f to a T -valued point of the product

(4.3.1) Spec(R)×M,Log(Spec(R),O∗
R

)
Log(Spec(R),M)

is equivalent to extending f to a morphism of log schemes

(f, f b) : (T, f ∗M) −→ (Spec(R),M).

Now giving the map f b is equivalent to giving a map N → α−1(0) ⊂ f ∗M and hence (4.3.1)
is isomorphic to Gm×{N−{0}}. In particular (4.3.1) is not geometrically connected over R.

Recall the following definitions, due to K. Kato, of log smooth and log étale morphisms
([9], 3.3):

Definition 4.4. A morphism of fine log schemes f : X → S is formally log smooth (resp.
formally log étale) if for every commutative diagram of solid arrows in the category of fine
log schemes

(4.4.1)

(T0,MT0) X

(T,MT ) S,

-

-

? ?

µ

fi

..
..
..
..
..
..
..
..

a0

b

a

where i is a strict closed immersion defined by a square zero ideal I, there exists étale locally
on T0 a dotted arrow a (resp. a unique dotted arrow a) filling in the diagram. The morphism

f is log smooth (resp. log étale) if it is formally log smooth (resp. formally log étale) and
◦
f

is locally of finite presentation.

In order to relate the notion of a log smooth (resp. log étale) morphism to the notion of
a Log smooth (resp. Log étale) morphism we need the notion of a formally smooth (resp.
formally étale) morphism of algebraic stacks:
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Definition 4.5. Let F : X → Y be a representable morphism of algebraic stacks. Then F is
formally smooth (resp. formally étale) if for every 2-commutative diagram of solid arrows

(4.5.1)

T0 X

T Y,

-

-

? ?

µ

Fi

..
..
..
..
..
..
..
..

a0

b

a

where i is a closed immersion defined by a square zero ideal I, there exists étale locally on T0

a dotted arrow a (resp. a unique dotted arrow a) filling in the diagram.

The following is our main result about (weakly) Log étale, (weakly) Log smooth, and
(weakly) Log flat morphisms:

Theorem 4.6. Let f : X → S be a morphism of fine log schemes.

(i). f is formally log smooth (resp. formally log étale) if and only if for every commutative
diagram as in (4.4.1) with a0 strict there exists étale locally on T0 a map a (resp. a unique
map a) filling in the diagram.

(ii). f is Log smooth (resp. Log étale) if and only if
◦
f is locally of finite presentation and

Log(f) is formally smooth (resp. formally étale), and this is also equivalent to f being log
smooth (resp. log étale).

(iii). f is Log smooth (resp. Log étale) if and only if f is weakly Log smooth (resp. weakly
Log étale).

(iv). f is Log flat if and only if fppf locally there exists a chart (Q,P, , βQ, βP , θ) for f such
that θgp : Qgp → P gp is injective, and the map

◦
X −→

◦
S ×Spec(Z[Q]) Spec(Z[P ])

is flat in the usual sense.

(v). f is Log flat if and only if f is weakly Log flat.

Remark 4.7. Statements (4.6 (iv)) and (4.6 (v)) imply that the notion of (weakly) Log flat
morphism is equivalent to the notion of log flat morphism in the sense of K. Kato ([10], 1.10).

Proof of (4.6). The “only if” direction of (i) is clear. To prove the “if” direction, suppose that
for every diagram as in (4.4.1) with a0 strict, there exists étale locally on T0 a morphism a
(resp. a unique morphism a) filling in the diagram. We have to show that given any diagram
as in (4.4.1) there exists étale locally on T0 a morphism (resp. a unique morphism) a filling
in the diagram. To see this, let

N := MT ×MT0
a∗0MX .

Then N with its natural map to OT is a log structure on T lifting a∗0MX to T , and N is
easily seen to be fine. In fact the fine log scheme (T,N ) is the co-product in the category of
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log schemes of the diagram

(T0,MT0) −−−→ (T0, a
∗
0MX)y

(T,MT ).

From this it follows that the existence (resp. existence and uniqueness) of the arrow a is
equivalent to the existence of an arrow a′ (resp. existence of a unique arrow a′) filling in the
diagram

(T0, a
∗
0MX) X

(T,N ) S

-

-

? ?

µ

fi

..
..
..
..
..
..
..
..

a0

b

a′

By assumption there exists étale locally on T0 such an arrow (resp. a unique such arrow),
and hence (i) follows.

To see (ii) and (iii), note that by the definition of LogS and LogX , to give a diagram as in
(4.4.1) is equivalent to giving a diagram

(4.7.1)

T0 LogX

T LogS ,

-

-

? ?

µ

Log(f)i

..
..
..
..
..
..
..
..

a0

b

a

and finding a morphism a filling in diagram (4.4.1) is equivalent to finding a morphism a
filling in (4.7.1). Moreover, to give a diagram as in (4.4.1) with a0 strict is equivalent, by
(3.19 (i)), to giving a diagram as in (4.7.1) for which the morphism a0 factors through the
canonical open immersion X ↪→ LogX discussed in (3.19). Thus f is formally log smooth
(resp. formally log étale) if and only if Log(f) is formally smooth (resp. formally étale),
and this in turn is by (4.6 (i)) equivalent to the morphism X → LogS being formally smooth
(resp. formally étale). Statements (4.6 (ii)) and (4.6 (iii)) therefore follow from the following
two lemmas.

Lemma 4.8. The following are equivalent.

(i). f is Log locally of finite presentation.

(ii). f is weakly Log locally of finite presentation.

(iii).
◦
f :

◦
X →

◦
S is locally of finite presentation.
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Proof. Let T → LogX (resp. S̃ → LogS) be a smooth cover locally of finite presentation over

LogX (resp. LogS). Since LogX/
◦

X (resp LogS/
◦
S) is locally of finite presentation the map

T →
◦

X (resp S̃ →
◦
S) is also locally of finite presentation.

(i) implies (ii). If Log(f) : LogX → LogS is locally of finite presentation, then since the

canonical section s :
◦

X → LogX is an open immersion by (3.19 (ii)), the map
◦

X → LogS is
also locally of finite presentation.

(ii) implies (iii). If
◦

X → LogS is locally of finite presentation, then the composite
◦

X −→ LogS −→
◦
S

is also locally of finite presentation, since LogS →
◦
S is locally of finite presentation by (1.1).

(iii) implies (i). Suppose
◦

X/
◦
S is locally of finite presentation. To prove that Log(f) is locally

of finite presentation it suffices by ([14], 4.14) to show that the map T ×LogS
S̃ → S̃ is locally

of finite presentation. The product T ×LogS
S̃ is isomorphic to the algebraic space I over

T × ◦
S

S̃ obtained from (3.4 (i)) applied to the diagram

h∗MS −−−→ pr∗1MTy
pr∗2MS̃,

where h : T× ◦
S

S̃ →
◦
S denotes the structure morphism. By (3.4 (i)), I is of finite presentation

over T × ◦
S

S̃. Since T/
◦

X and
◦

X/
◦
S are both locally of finite presentation, T/

◦
S is locally of

finite presentation and so the composite

I −→ T × ◦
S

S̃ −→ S̃

is also locally of finite presentation. ¤

Lemma 4.9. Let X and Y be algebraic stacks over
◦
S, and let F : X → Y be a representable

morphism locally of finite presentation.

(i). If Y → Y is a smooth cover and FY : YX → Y the base change of F , then F is formally
étale if and only if FY is formally étale.

(ii). F is smooth (resp. étale) if and only if F is formally smooth (resp. formally étale).

Proof. For (i), the “only if” direction is immediate so let us verify the “if” direction. Suppose
given a commutative diagram as in (4.5.1). Then to show that there exists a unique arrow
a filling in the diagram, we may replace T0 by an étale cover since X and Y are stacks with
respect to the étale topology. Now since Y/Y is smooth, there exists étale locally on T0 a
factorization of b through Y ([4], IV.17.16.3), and hence it suffices to verify the infinitessimal

lifting property for diagrams (4.5.1) where b factors through a map b̃ : T → Y . But in this
case finding a dotted arrow a filling in diagram (4.5.1) is equivalent to finding a dotted arrow
filling in the following diagram:
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T0 YX

T Y

-

-

? ?

µ

FYi

...
...

...
...

...
.

(b̃ ◦ i)× a0

b̃

Thus if FY is formally étale there exists étale locally on T0 a unique arrow as desired.

As for (ii), the statement that F is smooth if and only if F is formally smooth follows from
([14], 4.15).

Now it follows from ([4], IV.17.3.1) and the assumption that F is locally of finite presen-
tation, that for any smooth cover Y/Y, the morphism FY : YX → Y is étale if and only if FY

is formally étale. Therefore, by definition of an étale morphism of stacks ([14], 3.10.1), F is
étale if and only if FY is formally étale, and hence (i) implies that F is étale if and only if F
is formally étale. ¤

Since Log flat implies weakly Log flat by (4.2), statements (4.6 (iv)) and (4.6 (v)) follow
from the following two lemmas.

Lemma 4.10. If f is weakly Log flat, then locally in the fppf topology there exists a chart as
in (4.6 (iv)).

Proof. We can replace
◦
S by an étale cover, and so may assume that we have a chart Q →MS.

Let

U =
∐
(P,θ)

◦
SQ[P ] −→ LogS

be the flat cover constructed in (3.15). We then obtain a diagram

◦
X

g←−−− U ×LogS

◦
X

h

y
U

where g is an fppf cover and h is flat. By definition of U this means that locally in the

fppf-topology on
◦

X we have a chart as in (4.6 (iv)). ¤
Lemma 4.11. If fppf locally there exists a chart as in (4.6 (iv)), then f is Log flat.

Proof. The verify that LogX → LogS is flat we may replace
◦
S and

◦
X by fppf covers, and

hence we can assume that we have a global chart as in (4.6 (iv)). Let

UX =
∐

(P ′,θ)

◦
XP [P ′] −→ LogX

be the flat cover of LogX constructed in (3.15). To verify that LogX → LogS is flat, it suffices
to show that an fppf cover of LogX is flat over LogS, and hence it is enough to show that
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each of the
◦

XP [P ′] are flat over LogS. To see this, consider the commutative diagram

LogX ←−−−
◦

XP [P ′]y y
LogS ←−−−

◦
SQ[P ′]

where
◦
SQ[P ′] is the scheme obtained from the composite Q → P → P ′. The map

◦
SQ[P ′] →

LogS is flat by theorem (3.13), and so is the map

◦
XP [P ′] −→

◦
SQ[P ′]

since there is a natural cartesian diagram

◦
X ←−−−

◦
XP [P ′]y y

◦
SQ[P ] ←−−−

◦
SQ[P ′],

and the map
◦

X →
◦
SQ[P ] is flat by assumption. Consequently the composite XP [P ′] → LogS

is also flat, and hence LogX → LogS is flat. ¤

This concludes the proof of theorem (4.6). ¤

From (4.6) we obtain some basic facts about log flat morphisms in the sense of K. Kato
([10], 1.10). Note that by (4.7) a morphism of fine log schemes f : X → S is log flat if and
only if it is Log flat.

Corollary 4.12. (i). If

X ′ pr1−−−→ X

pr2

y yf

S ′
g−−−→ S

is a cartesian diagram in the category of fine log schemes with f log flat, then pr2 is log flat.

(ii). Suppose given morphisms of fine log schemes

X
f−−−→ Y

g−−−→ Z

and suppose that f and g are both log flat. Then g ◦ f is also log flat.

Proof. To say that the map pr2 in (i) is log flat is equivalent to saying that Log(pr2) : LogX′ →
LogS′ is flat which follows from (3.20).

Since g ◦ f is log flat if and only if the composite

Log(g ◦ f) = Log(g) ◦ Log(f) : LogX −→ LogZ

is flat, statement (ii) holds since Log(f) and Log(g) are flat. ¤
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Finally we mention a definition and two theorems of K. Kato which give a stronger result
than (4.6 (iv)) about the relationship between log flatness and charts. The proofs of these
results are outside the scope of this paper.

Definition 4.13 ([11], Definition 1). Let f : X → S be a morphism of fine log schemes, and
suppose given a chart (Q,P, βQ, βP , θ) for f . Then this chart is called neat at a geometric
point x̄ → X if the following two conditions hold:

(i). The map θgp : Qgp → P gp is injective.

(ii). The natural map

Coker(Qgp → P gp) −→ Coker(Mgp

S,f(x̄) −→Mgp

X,x̄)

is an isomorphism.

The basic existence result about neat charts is the following theorem (4.14), and the rela-
tionship between neat charts and log flatness is given in (4.15).

Theorem 4.14 ([11], Proposition 1). Let f : X → S be a morphism of fine log schemes, and

suppose βQ : Q → MS is a chart. Then in a fppf neighborhood of any point x ∈
◦

X, there
exists a chart (Q,P, βQ, βP , θ) (with the same (Q, βQ)) which is neat at a geometric point over
x.

Theorem 4.15 ([11], Proposition 2). Let f : X → S be a morphism of fine log schemes with
◦
f

locally of finite presentation and let x ∈
◦

X be a point. Suppose given a chart (Q,P, βQ, βP , θ)
for f which is neat at a geometric point over x. Then f is log flat at x if and only if the map
of schemes

◦
X −→

◦
SQ[P ]

induced by the chart is flat at x.

5. The local structure of LogS

In this section we explain how work of L. Illusie on “toric stacks” can be used to construct
an étale cover of the stack LogS (where S is a fine log scheme). The main results of this
section were discovered by L. Illusie in somewhat different language, and we are grateful to
him for allowing us to include them here.

Before discussing toric stacks, however, we need some foundational definitions and results
about log structures on algebraic stacks.

If S is an algebraic stack, we denote by Lis-Et(S) the lisse-étale site of S ([14], 12.1 (i)).
Recall that the objects of Lis-Et(S) are pairs (U, u), where U is an algebraic space and
u : U → S is a smooth 1-morphism. A morphism (U, u) → (V, v) in Lis-Et(S) is a pair (ϕ, ι),
where ϕ : U → V is a morphism of algebraic spaces and ι : u → v ◦ ϕ is a 2-isomorphism. A
collection of maps {(ϕi, ιi) : (Ui, ui) → (U, u)} is a covering if the map∐

i

ϕi :
∐

i

Ui −→ U
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is étale and surjective. There is a natural sheaf of rings OSlis-et
on Lis-Et(S) defined by

OSlis-et
((U, u)) = Γ(U,OU).

We denote by (Slis-et,OSlis-et
) the associated ringed topos.

Definition 5.1. A pre-log structure on an algebraic stack S is a pair (M, α) (often denoted
just M), where M is a sheaf of monoids on Lis-Et(S) and α : M→OSlis-et

is a morphism of
sheaves of monoids. A pre-log structure (M, α) is a log structure if the map α−1(OS∗lis-et) →O∗Slis-et

is bijective. A log structure M on S is fine if for every object (U, u) ∈ Lis-et(S), the
restriction M|Uet is a fine log structure on U and for every morphism f : (U, u) → (U ′, u′) in
Lis-Et(S) the natural map f ∗(M|U ′et) →M|Uet is an isomorphism. A log algebraic stack is a
pair (S,MS), where S is an algebraic stack and MS is a log structure on S.

Remark 5.2. Just as in ([9], 1.3), if M is a pre-log structure on an algebraic stack S, then
there is a universal map M→Ma from M to a log structure.

By the same argument as in ([14], 12.2.1), the category of fine log structures on an algebraic
stack S is equivalent to the category of systems (M(U,u), ψ(ϕ,ι)) consisting of a fine log structure
M(U,u) on U for each (U, u) ∈ Lis-Et(S) and an isomorphism ψ(ϕ,ι) : ϕ∗M(V,v) →M(U,u) for
each morphism (ϕ, ι) : (U, u) → (V, v) in Lis-Et(S) such that for a composite

(U, u)
(ϕ,ι)−−−→ (V, v)

(ϕ′,ι′)−−−→ (W,w)

the two isomorphisms

ψ(ϕ′◦ϕ,ϕ∗(ι′)◦ι), ψ(ϕ,ι) ◦ ϕ∗ψ(ϕ′,ι′) : ϕ∗ϕ′∗M(W,w) −→M(U,u)

are equal.

In particular, if S is an algebraic space andM is a fine log structure on Set, then we obtain a
fine log structure Mlis-et on Lis-Et(S), by defining M(U,u) := u∗M for each (U, u) ∈ Lis-Et(S)
(together with the natural transition maps ψ(ϕ,ι)). The following proposition follows from the
same reasoning used in the proof of ([14], 12.3.3):

Proposition 5.3. If S is an algebraic space, the functor M 7→Mlis-et induces an equivalence
of categories between the category of fine log structures on Set and the category of fine log
structures on Slis-et. A quasi-inverse is given by the functor which restricts a fine log structure
on Slis-et to Set.

If f : S1 → S2 is a 1-morphism between two algebraic stacks, then f extends naturally
to a morphism of ringed topoi (f, θf ) : (S1,lis-et,OS1,lis-et

) → (S2,lis-et,OS2,lis-et
) ([14], 12.9.3),

where θf : f−1OS2,lis-et
→ OS1,lis-et

is a morphism of sheaves of rings. Hence if M is a pre-log
structure on S2, we can define the pullback pre-log structure f−1M to be

f−1M f−1(α)−−−−→ f−1OS2,lis-et

θf−−−→ OS1,lis-et
.

If M is a log structure on S2, then we define its pullback f ∗M to be the log structure
associated to the pre-log structure f−1(M).

If M is a fine log structure on S2, then the pullback f ∗M has a more concrete description.
If (U1, u1) ∈ Lis-Et(S1), then we can, after replacing U1 by an étale cover find a 2-commutative
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diagram

U1
fU−−−→ U2

u1

y yu2

S1
f−−−→ S2,

where (U2, u2) is an object of Lis-Et(S2). In this case, it follows from the construction of the
functor f−1 ([14], 12.5) that the restriction (f ∗M)(U1,u1) of f∗M to U1 is simply f∗U(M(U2,u2)).
In particular, f ∗M is again fine.

Remark 5.4. If f : T → S is a 1-morphism from a scheme T to an algebraic stack S, then ifM
is a fine log structure on S the pullback f ∗M is a fine log structure on Tlis-et. By (5.3), f ∗M
is isomorphic to N lis-et for a unique fine log structure N on Tet. We often abuse notation and
write f∗M for the fine log structure N and refer to N as the pullback of M.

If f ′ : S1 → S2 is a second 1-morphism and ι : f → f ′ is a 2-isomorphism, then ι induces
an isomorphism σ : f−1M→ f ′−1M such that

(θf ′ ◦ f ′−1(α)) ◦ σ = θf ◦ f−1(α),

and hence an isomorphism of log structures ι(M) : f ∗M→ f ′∗M.

Definition 5.5. A 1-morphism (S1,MS1) → (S2,MS2) between log algebraic stacks is a pair
(f, f b), where f : S1 → S2 is a 1-morphism of stacks and f b : f ∗MS2 →MS1 is a morphism
of log structures on S1. A 2-isomorphism (f, f b) → (f ′, f ′b) is a 2-isomorphism ι : f → f ′

such that f ′b ◦ ι(MS1) = f b.

The following proposition gives a useful description of fine log structures in terms of a
covering:

Proposition 5.6. Let S be an algebraic stack, and let z : Z → S be a morphism from a scheme
which is flat, surjective, and locally of finite presentation. Then there is a natural equivalence
of categories between the category of fine log structures on Slis-et and the category of pairs
(M, σ), where M is a fine log structure on Z and σ : pr∗1M→ pr∗2M is an isomorphism of
log structures on Z ×S Z such that

pr∗13(σ) = pr∗23(σ) ◦ pr∗12(σ)

on Z ×S Z ×S Z.

Proof. Given a fine log structure N on S, we obtain a pair (M, σ) as in the proposition
by setting M equal to z∗N and letting σ be the isomorphism induced by the tautological
isomorphism of functors z ◦ pr1 ' z ◦ pr2 on Z ×S Z. In this way we obtain a functor

(5.6.1) F : (fine log structures on S) −→ (category of pairs (M, σ))

which we claim is an equivalence.

To show that F is fully faithful, let N and N ′ be fine log structures on S and consider the
map

(5.6.2) Hom(N ,N ′) −→ Hom((M, σ), (M′, σ′)),

where (M, σ) and (M′, σ′) are the images of N and N ′ under F .
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To see that (5.6.2) is injective, suppose ϕ, ψ : N → N ′ are two maps for which F (ϕ) =
F (ψ). If (V, v) is an object of Lis-Et(S), we can find 2-commutative diagram

(5.6.3)

V ′ q−−−→ Z

p

y yz

V −−−→ S

where p : V ′ → V is an fppf cover, and by assumption p∗(ϕ(V,v)) = p∗(ψ(V,v)), where ϕ(V,v) and
ψ(V,v) denote the maps N(V,v) → N ′

(V,v) induced by ϕ and ψ. But then by (A.5), ϕ(V,v) = ψ(V,v),

and hence (5.6.2) is injective. Note that in the case when (Z, z) is a smooth cover we can by
([4], IV.17.16.3) find a diagram (5.6.3) with p : V ′ → V an étale cover and so (A.5) is not
needed in this case.

Conversely, suppose given a morphism ε : (M, σ) → (M′, σ′). Then for every (V, v) ∈
Lis-Et(S) we can find a diagram as in (5.6.3) and q∗(ε) defines a morphism ρ : p∗N(V,v) →
p∗N ′

(V,v). Moreover, the fact that ε is compatible with σ and σ′ implies that if h : V ′×V V ′ → V
denotes the map pr1 ◦ p = pr2 ◦ p, then the two maps

pr∗1(ρ), pr∗2(ρ) : h∗N(V,v) −→ h∗N ′
(V,v)

are equal. Then by (A.5) we obtain a morphism ψ(V,v) : N(V,v) → N ′
(V,v), and the collection

of maps {ψ(V,v)} defines a map N → N ′ inducing ε. As before, in the case when (Z, z) is a
smooth cover we can find a diagram as in (5.6.3) with V ′/V an étale cover so (A.5) is not
needed. Thus (5.6.2) is bijective.

To complete the proof of the proposition, it remains only to see that any pair (M, σ)
is induced by a fine log structure N on S. For this, let (V, v) ∈ Lis-Et(S) and choose a
diagram as in (5.6.3). The pair (M, σ) define a log structure q∗M on V ′ together with an
isomorphism ι : pr∗1q

∗M ' pr∗2q
∗M on V ′ ×V V ′ which satisfies the cocycle condition on

V ′×V V ′×V V ′ because σ satisfies the cocycle condition. Hence by (A.5) we obtain a unique
log structure N(V,v) on V inducing the pair (q∗M, ι) on V ′ (as above when Z/S is smooth
(A.5) is not needed since we can choose V ′/V étale). The family {N(V,v)} comes with natural
transition maps ψ(V,v), and hence we obtain a fine log structure N on S which induces the
pair (M, σ). ¤
Remark 5.7. As pointed out above, the proof of (5.6) does not require the use of result from
the appendix in the case when z : Z → S is smooth.

Corollary 5.8. Suppose S is a fine log scheme, and let S be an algebraic stack. Then the
groupoid of morphisms of stacks S → LogS ([14], 2.2) is naturally equivalent to the groupoid
of pairs (M, f), where M is a fine log structure on S and f : (S,M) → S is a morphism of
log stacks.

Proof. Let U → S be a smooth cover. By ([14], 3.2), the category of morphisms S → LogS

is equivalent to the category of triples (MU , fU , σ), where MU is a fine log structure on
U , fU : (U,MU) → S is a morphism of fine log schemes, and σ : pr∗1MU → pr∗2MU is an
isomorphism of log structures on U ×S U satisfying the cocycle condition on U ×S U ×S U for
which the two maps

(h, pr∗1(f
b)), (h, σ−1 ◦ pr2(f

b)) : (U ×S U, pr∗1M) −→ S



LOGARITHMIC GEOMETRY AND ALGEBRAIC STACKS 31

are equal. By (5.6), the category of such triples (MU , fU , σ) is equivalent to the category of
pairs (M, f) as in the corollary. ¤

If (S,M) is a fine log algebraic stack, we can define a fibered category Log(S,MS) just as
we did in the case when S is a scheme. The objects of Log(S,MS) are pairs (T, t), where T
is a fine log scheme and t : T → (S,MS) is a 1-morphism between log algebraic stacks. A
morphism (T ′, t′) → (T, t) is a pair (σ, ι), where σ : T ′ → T is a strict morphism of log
schemes, and ι : t′ ' t ◦ σ is a 2-isomorphism between morphism of log algebraic stacks. The

natural functor (T, t) 7→
◦

T makes Log(S,MS) a fibered category over the category of schemes.
Note that there is a natural morphism Log(S,MS) → S obtained by sending an object (T, t)

to the 1-morphism
◦

T → S underlying t.

Proposition 5.9. The fibered category Log(S,MS) is an algebraic stack locally of finite pre-
sentation over S.

Proof. It follows from the fact that S is a stack that Log(S,MS) is also a stack with respect to
the étale topology.

From this and (1.1) follows the case when S is an algebraic space. Indeed, both (1.2.4)
and (1.2.5) can be verified after replacing S by an étale cover. Moreover, the statement that
Log(S,MS)/S is locally of finite presentation can also be verified after replacing S by an étale
cover.

To prove the proposition in the general case, we first verify (1.2.4) and (1.2.5).

To show (1.2.4), suppose given a scheme X, two objects x1, x2 ∈ S over X, and two fine
log structures M1 and M2 on X together with maps xb

i : x∗iMS →Mi (i = 1, 2), and define
I to be the functor on the category of X schemes whose value on f : Z → X is the set of
pairs (ι, σ), where ι : f ∗(x1) → f∗(x2) is an isomorphism in S over Z and σ : f ∗M1 → f ∗M2

is an isomorphism of log structures such that the diagram

f ∗x∗1MS

f∗(xb
1)−−−→ f ∗M1

ι(MS)

y yσ

f ∗x∗2MS

f∗(xb
2)−−−→ f ∗M2

commutes. To show that the diagonal

∆ : Log(S,MS) −→ Log(S,MS) × Log(S,MS)

is representable, it suffices to show that for any collection of data as above the functor I is
representable by an algebraic space of finite presentation over X. Let π : X ′ → X be the
fiber product X×(x1,x2),S×S,∆ S. Since S is algebraic, X ′ is representable by an algebraic space
of finite presentation over X. It follows from the definition of I that I is naturally isomorphic
to the fiber product of the diagram

X ′y((id,π∗(xb
1)),(id,π∗(xb

2)◦ι))

Log(X′,π∗x∗1MS)
∆−−−→ Log(X′,π∗x∗1MS) ×X Log(X′,π∗x∗1MS),



32 MARTIN C. OLSSON

where ι denotes the universal isomorphism ι : π∗x∗1MS ' π∗x∗2MS over X ′. Hence by the
case when S is an algebraic space, the functor I is representable by an algebraic space of finite
presentation over X ′. Since X ′/X is of finite presentation, I/X is also of finite presentation.

To construct a smooth cover U → Log(S,MS) as in (1.2.5), we may replace S by a smooth
cover, and hence the existence of such a U follows from (1.1).

Finally, to prove that Log(S,MS) is locally of finite presentation over S, we may again replace
S by a smooth cover by ([14], 4.14), and hence this also follows from (1.1). ¤

Note that as in the case of schemes (3.19), if (S,MS) is a log algebraic stack, then there is
a natural map

(5.9.1) s : S −→ Log(S,MS)

obtained from the functor

(t : T −→ S) 7→ ((t, id) : (T, t∗MS) −→ (S,MS)).

It follows from (3.19 (ii)) that s is an open immersion since this can be verified after replacing
S by a smooth cover.

Observe also that if

(5.9.2) f : (S1,MS1) −→ (S2,MS2)

is a 1-morphism between log algebraic stacks, then there is a morphism

(5.9.3) Log(f) : Log(S1,MS1
) −→ Log(S2,MS2

)

obtained from

(g : T → (S1,MS1)) 7→ (g ◦ f : T → (S2,MS2)).

If s1 : S1 → Log(S1,MS1
) is the map (5.9.1) for (S1,MS1), then the composite

(5.9.4) Log(f) ◦ s1 : S1 −→ Log(S2,MS2
)

is the morphism induced by the composite

(t : T −→ S1) 7→ ((t, t∗(f b)) : (T, t∗MS1) −→ (S2,MS2)).

Though we will only use the notions of Log representable and Log étale morphisms in what
follows, we include the following two general definitions ((5.10)–(5.11)).

Definition 5.10. Let P be a property of morphism between algebraic stacks. We say that
a morphism f as in (5.9.2) has property Log(P) if the morphism of algebraic stacks (5.9.3)
has property P , and that f has property weak Log(P ) if (5.9.4) has property P .

For example, the property P could be the property of being representable, smooth, or flat,
in which case we sometimes say that f is (weakly) Log representable, (weakly) Log smooth,
and (weakly) Log flat.

For Log representable morphisms, one can define more properties (note that since (5.9.1)
is an open immersion, Log representable implies weakly Log representable):
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Definition 5.11. Let P be a property of representable morphisms of algebraic stacks, and
let f be a morphism of log algebraic stacks as in (5.9.2) which is Log representable. We
say that f has property Log(P) if the induced map (5.9.3) has property P , and that f has
property weak Log(P) if the map (5.9.4) has property P .

For example, P could be the property of being étale, unramified, or quasi-finite. Below we
shall see interesting examples ((5.23)–(5.29)) of Log representable morphisms whose under-
lying morphism of algebraic stacks is not representable.

The above definitions and results is the basic foundational work on log structures on stacks
that we need, and we now turn our attention to “toric stacks”.

Let S be a scheme, and recall that for any fine monoid P , we have a S-scheme S[P ] =
Spec(OS[P ]) (1.2.1). For any affine scheme Spec(R) over S, there is a natural bijection

S[P ](Spec(R)) = HomMon(P,R)

which gives S[P ] the structure of a monoid scheme over S. There is a natural inclusion of
monoid schemes S[P gp] ↪→ S[P ], and so the group scheme S[P gp] acts on S[P ] by translation.
We denote by SP the stack theoretic quotient of S[P ] by the action of S[P gp] (denoted
[S[P ]/S[P gp]] in ([14], 4.6.1)).

Remark 5.12. When P is a saturated and torsion free monoid, S[P ] with the action of S[P gp]
is a toric variety. In this case SP is a toric stack in the sense of L. Lafforgue ([13], IV.1.a).

Example 5.13. In the case when P = Nr for some r ∈ N, SP = [Ar/Gr
m]. To give a 1-morphism

T → SP is equivalent to giving r-line bundles Li on T , together with morphisms of line bundles
si : Li → OT . Indeed the stack classifying such collections of data (Li, si)

r
i=1 is naturally

equivalent to the stack associated to the prestack whose objects over a scheme T are r-tuples
of elements (x1, . . . , xr) in Γ(T,OT ), and whose morphisms (x1, . . . , xr) → (x′1, . . . , x

′
r) are

r-tuples of elements ui ∈ Γ(T,O∗T ) such that x′i = uixi. This prestack is in turn naturally
equivalent to that defined by Ar with its Gr

m-action. Now such a collection (Li, si) is what
K. Kato calls a Deligne-Faltings log structure in ([9], complement 1). Thus by (loc. cit.),
SNr is the classifying stack of pairs (M, γ), where M is a log structure and γ : Nr →M is a
map which étale locally lifts to a chart. Propositions (5.14) and (5.20) below generalize this
example.

The action of S[P gp] on S[P ] extends naturally to an action on the log structure on S[P ]
associated to the map P → OS[P ]. This just means that for a ring R and maps a : P → R
and b : P gp → R∗, there is a natural isomorphism between the log structure associated to the
map a and that associated to a · b. Such an isomorphism is provided by the map

P → R∗ ⊕ P, p 7→ (b(p)−1, p).

It follows from this and (5.6) that the log structure on S[P ] descends to a log structure MSP

on SP . Note that in the case when P gp is torsion free, S[P ] is smooth over SP so remark (5.7)
applies in this case. Note also that there is a natural map πP : P →MSP

.

If t : T → SP is any 1-morphism from a scheme, we obtain a pair (t∗MSP
, t∗πP ), where

t∗MSP
is a fine log structure on T and t∗πP : P → t∗MSP

is a morphism of sheaves of
monoids. Moreover, since S[P ] → SP is flat and surjective, the map t∗πP lifts fppf locally to
a chart for t∗MSP

. In the case when P is saturated, the map S[P ] → SP is smooth, and then



34 MARTIN C. OLSSON

the existence of a quasi-section for smooth morphisms ([4], IV.17.16.3) implies that the map
t∗πP lifts étale locally on T to a chart for t∗MSP

.

Proposition 5.14. Let P be a fine monoid. Then the pair (MSP
, πP ) on SP induces an

equivalence of stacks between SP and the fibered category S′P over the category of S-schemes
whose fiber over a scheme T is the groupoid of pairs (N , γ), where N is a fine log structure
on T and γ : P → N is a morphism which locally in the fppf topology on T lifts to a chart
for N .

Remark 5.15. When P is fs, (2.4 (ii)) shows that S′P is equivalent to the fibered category
classifying pairs (N , γ), where N is a fs log structure and γ : P → N is a morphism which
locally in the étale topology lifts to a chart.

Remark 5.16. The proof of (5.14) given below uses the result, proven in the appendix (A.3),
that S′P is a stack with respect to the fppf topology. However, as pointed out in the proof,
when P is fs and torsion free one needs only that S′P is a stack with respect to the étale
topology, and (A.3) is not needed.

Proof of (5.14). Let

(5.16.1) F : SP −→ S′P
denote the morphism of fibered categories ([14], 2.2) defined by (MSP

, πP ). Note that S′P is
a stack with respect to the étale topology since étale sheaves and morphisms between étale
sheaves may be constructed étale locally, and in fact S′P is a stack with respect to the fppf
topology by (A.3).

Since SP is also a stack with the respect to the fppf topology ([14], 10.7 (a)), it suffices
to show that F is fully faithful and that every object of S′P is fppf locally isomorphic to an
object in the image of F . In the case when P is fs, the proof given below shows that F is
fully faithful and that every object of S′P is étale locally in the image of F , so in this case one
only needs to know that S′P is a stack with respect to the étale topology and so (A.3) is not
needed.

To prove the full faithfulness, it suffices to show that for any affine S-scheme Spec(R), and
points a, b ∈ S[P ](R) inducing objects (Na, γa) and (Nb, γb) of S′P (R), any isomorphism σ
between (Nb, γb) and (Na, γa) is induced by a unique point u ∈ (S[P ] ×S S[P gp])(R) such
that pr1(u) = a and pr2(u) = b (where pr1 is the projection and pr2 is given by the action of
S[P gp] on S[P ]). Now the isomorphism σ is by definition an isomorphism σ : Nb ' Na such
that σ̄ ◦γb = γa. For such an isomorphism, there exists for each p ∈ P , a unique unit up ∈ R∗

such that λ(up) + p = σ(p) in Na. In other words, there exists a unique point u ∈ S[P gp](R)
such that σ is induced from the map

P → R∗ ⊕ P, p 7→ (up, p),

and the fact that σ is an isomorphism of log structures implies that pr1(u) = a and pr2(u) = b.
Thus F is fully faithful.

Now by definition any object (N , γ) of S′P over some S-scheme T , is fppf locally (étale
locally when P is fs by (2.4 (ii))) obtained from a map P → Γ(T,OT ) since γ is assumed to
lift to a chart fppf locally. This implies that every object of S′P is fppf locally (étale locally
when P is fs) obtained from a point of S[P ] and hence is in the image of F . ¤
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It is also interesting to consider the fibered category S
log
P over the category of fine log

schemes defined by SP with its log structure.

In general, if (S,MS) is an algebraic stack with a fine log structure, we obtain a stack
denoted (S,MS)

log (or simply Slog if no confusion seems likely to arise) over the category of
fine log schemes. The objects of this stack are pairs (T, t), where T is a fine log scheme and
t : T → (S,MS) is a 1-morphism t : T → (S,MS) between log algebraic stacks (5.5). A
morphism (T, t) → (T ′, t′) is a pair (ϕ, ι), where ϕ : T → T ′ is a morphism of log schemes
and ι : t → t′ ◦ϕ is a 2-isomorphism. If we give the category of fine log schemes the topology
in which covers are given by strict étale morphisms (the strict étale topology), then Slog is in
fact a stack.

In the case of SP , the associated stack S
log
P “is” (i.e. is equivalent to) a functor. Indeed

to give a 1-morphism t :
◦

T → SP is by (5.14) equivalent to giving a log structure M on T
together with a map P →M which fppf locally (étale locally in the fs case) lifts to a chart.
Now if we are given a morphism ι : M→MT of log structures, the fact that ι is a bijection on
units implies that there are no non-trivial automorphisms σ of M which induce the identity
on M for which ι = ι ◦σ. Hence the objects of S

log
P admit no non-trivial automorphisms, and

so S
log
P is equivalent to a functor. This functor has the following interpretation:

Proposition 5.17. The functor S
log
P is naturally isomorphic to the functor

Hom(P,M) : T 7→ Hom(P, Γ(T,MT )).

Moreover, a morphism T → (SP ,MSP
) is strict if and only if the corresponding map π : P →

MT lifts fppf locally to a chart.

Remark 5.18. When P is fs, the condition that π : P → MT lifts fppf locally to a chart is
by (2.4 (ii)) equivalent to the condition that π lifts étale locally to a chart.

Remark 5.19. In the proof of (5.17) given below, we use a result from the appendix (A.4)
when asserting that the map (5.19.1) is a map between sheaves for the strict fppf topology
on the category of fine log schemes. If P is saturated and torsion free and if one restricts
S

log
P and Hom(P,M) to the category of fs log schemes, then one needs only that the map

(5.19.1) is a map of sheaves with respect to the strict étale topology and the use of (A.4) can
be avoided.

Proof of (5.17). Let (N , π, ι) ∈ S
log
P (T ) be an object over some log scheme T , where N is a

fine log structure on T , π : P → N is a morphism which fppf locally lifts to a chart, and
ι : N →MT is a morphism of log structures. Then ῑ ◦ π : P →MT determines an element
of Hom(P,M)(T ) and this defines a map

(5.19.1) M : S
log
P −→ Hom(P,M).

It follows from (A.4) and ([14], 10.7 (a)) that S
log
P is a sheaf for the strict fppf topology on

the category of log schemes. Here by the strict fppf topology we mean the topology on the
category of log schemes locally of finite presentation over S where coverings are given by
strict morphisms whose underlying morphism of schemes is faithfully flat and locally of finite
presentation. Moreover, by ([3], VIII.9.1) the functor Hom(P,M) is also a sheaf with respect
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to the strict fppf topology. Hence to show that (5.19.1) is an isomorphism it suffices to show
the following:

(5.19.2). Any section of Hom(P,M) is fppf locally in the image of M ;

(5.19.3). Any two sections of S
log
P which map to the same element under M are fppf locally

isomorphic.

Statement (5.19.2) follows from (2.3) which shows that any map P → MT on some log

scheme T is fppf locally (étale locally when M is fs) on
◦

T induced by a morphism of log
schemes T → Spec(P → Z[P ]).

To prove statement (5.19.3), we show that if T is a log scheme then two elements (N , π, ι)

and (N ′, π′, ι′) of S
log
P (T ) are isomorphic if and only if the induced maps

ῑ ◦ π, ῑ′ ◦ π′ : P →MT

are equal. The “only if” direction is clear. For the other direction, observe that by the
uniqueness of isomorphisms it suffices to construct an isomorphism fppf locally. Thus by
(2.3) we may assume we have liftings π̃ and π̃′ of π and π′ (note that when N and N ′ are fs
we have such liftings étale locally). In this case, for every p ∈ P there exists a unique unit
up ∈ O∗T such that ι(π̃(p)) = λ(up) + ι′(π̃′(p)). The desired isomorphism N ' N ′ is then
obtained from the isomorphism induced by the map

P → O∗T ⊕ P, p 7→ (up, p).

From this it follows that (5.19.1) is an isomorphism.

Finally we show that a morphism f : T → (SP ,MSP
) is strict if and only if P →MT lifts

fppf locally to a chart. The “only if” direction is clear. As for the “if” direction, suppose
f : T → (SP ,MSP

) is such that P → MT fppf locally lifts to a chart. Locally in the fppf

topology on
◦

T , we can lift f ∗(πP ) : P → f−1MSP
to a chart β : P → f ∗MSP

, and by (2.4
(i)) the composite f b ◦ β : P →MT is also a chart. Hence f b : f ∗MSP

→MT is fppf-locally
an isomorphism. Therefore, f̄ b : f ∗MSP

→MT is an isomorphism (since this can be verified

after pulling back by any surjective morphism X ′ → X) and so by ([8], 3.2) the map f b is an
isomorphism as well. ¤

The construction of SP is functorial. More precisely, if l : Q → P is a morphism of monoids,
then the natural map S[P ] → S[Q] is compatible with the actions of S[P gp] and S[Qgp], and
hence l induces a map S(l) : SP → SQ. Moreover, there is a natural morphism of log structures
ηl : S(l)∗MSQ

→MSP
for which the diagram

P
πP−−−→ MSP

l

x η̄l

x
Q

πQ−−−→ MSQ

commutes.

We can describe this map S(l) : SP → SQ in terms of the modular interpretation of SP given
in proposition (5.14). By (5.14), to give an object of SP over some scheme T is equivalent to
giving a pair (N , γ), where N is a fine log structure on T and γ : P → N is a morphism of
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sheaves of monoids which fppf locally lifts to a chart. We construct an object (N ′, γ′) of SQ

as follows. Locally in the fppf topology we can choose a chart β : P → N lifting γ (if P is fs
then by (2.4 (ii)) we can find such a lifting étale locally), and we define (N ′, γ′) to be the log
structure associated to the composite

Q −−−→ P
β−−−→ N −−−→ OT

together with the natural map γ′ : Q → N ′
. If β1, β2 are two liftings of γ, then for each q,

there exists a unique unit u(q) such that β1(q) = λ(u(q)) + β2(q). If ρi : N ′
i → N (i = 1, 2)

are the two morphisms of log structures obtained from β1 and β2, then the u(q) define an
isomorphism

ε : N ′
1 −→ N ′

2, q 7→ λ(u(q)) + q

such that ρ1 = ρ2 ◦ ε and such that the two maps

ε̄ ◦ γ′1, γ
′
2 : Q −→ N ′

2

are equal. Thus we get an object of SQ.

Proposition 5.20. Suppose S is a fine log scheme and let S(l) : SP → SQ be the morphism

of stacks over
◦
S obtained from l : Q → P . Suppose further that a chart β : Q → MS is

given inducing a map
◦
S → SQ. Then the pullback of the triple (MSP

, ηl, πP ) to the stack

SP ×SQ

◦
S defines an isomorphism of

◦
S-stacks between SP ×SQ

◦
S and the stack S′P/Q whose

fiber over f : T →
◦
S is the groupoid of triples (N , η, γ), where N is a fine log structure on

T , η : f∗MS → N is a morphism of log structures, and γ : P → N is a morphism, which
fppf locally lifts to a chart, such that the diagram

(5.20.1)

Q
l−−−→ P

β̄

y yγ

f−1MS −−−→ N
commutes.

Remark 5.21. When P is fs, (2.4 (ii)) shows that S′P/Q is equivalent to the fibered category

classifying triples (N , η, γ) as in the proposition where γ lifts étale locally to a chart for N .

Proof of (5.20). Let

(5.21.1) F : SP ×SQ

◦
S −→ S′P/Q

be the functor induced by (MSP
, ηl, πP ).

That F is fully faithful follows from the definition of the product of stacks SP ×SQ

◦
S.

To see that F is essentially surjective, note that F is a morphism of stacks with respect to
the fppf topology by (A.3) and (A.4), and so it suffices to show that every object of S′P/Q is

fppf locally in the image of F (in the case when P is fs the proof below actually shows that
every object of S′P/Q is étale locally in the image of F so one needs only that S′P/Q is a stack

with respect to the étale topology which is immediate).
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Given a triple (N , η, γ) over some
◦
S-scheme T defining an object of S′P/Q, we can by

assumption fppf locally lift γ to a chart γ̃ : P → OT for N (when P is fs we can by (2.4 (ii))
find γ̃ étale locally on T ). The induced diagram

Q
l−−−→ P

β

y yγ̃

f ∗MS
fb−−−→ N

may not commute, but the commutativity of (5.20.1) insures that for each q ∈ Q there exists
a unique unit uq ∈ O∗T such that γ̃(l(q)) = λ(uq) + f b(β(q)). If M denotes the log structure
associated to γ̃ ◦ l : Q → N , then the map

Q → f ∗MS, q 7→ λ(uq) + β(q)

defines an isomorphism between M and f ∗MS compatible with the maps to N and the maps
Q → M and Q → f−1MS. This implies that every triple (N , η, γ) is fppf locally obtained

from a morphism to SP ×SQ

◦
S and the proposition follows. ¤

Corollary 5.22. The fibered category over the category of S-log schemes defined by SP ×SQ

◦
S

is naturally equivalent to that defined by the functor which to any morphism of log schemes
f : T → S associates the set of maps ρ : P → Γ(T,MT ) for which the diagram

Q
l−−−→ Py yρ

Γ(S,MS)
fb−−−→ Γ(T,MT )

commutes.

Proof. This follows from the same argument used in the proof of (5.17). ¤
Corollary 5.23. For any morphism of fine monoids l : Q → P , the induced morphism
S(l) : (SP ,MSP

) → (SQ,MSQ
) is Log representable and Log étale.

Proof. We have to show that the map

Log(S(l)) : Log(SP ,MSP
) −→ Log(SQ,MSQ

)

is representable and étale.

To show that Log(S(l)) is representable it suffices by ([14], 8.1.2) to show that for any
scheme T and object t ∈ Log(SP ,MSP

)(T ) in the fiber over T , there are no non-trivial
automorphisms of t whose image under Log(S(l)) is the identity. But if T is a scheme, then
the fiber Log(SP ,MSP

)(T ) is by (5.17) equivalent to the groupoid of pairs (M, ρ), where M is

a fine log structure on T and ρ : P →M is a morphism of sheaves of monoids. The functor
Log(S(l)) is simply given by

(M, ρ) 7→ (M, ρ ◦ l),

and evidently there are no non-trivial automorphisms (M, ρ) which induce the identity on
(M, ρ ◦ l).
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To see that Log(S(l)) is étale, note first that Log(S(l)) is locally of finite presentation since
it is a morphism between algebraic stacks locally of finite presentation over S; hence is locally
of finite presentation by ([4], IV.1.4.3 (v)) and the definition of a morphism between algebraic
stacks locally of finite presentation ([14], 4.14). Therefore, to show that Log(S(l)) is étale it
suffices to show that Log(S(l)) is formally étale by (4.9 (ii)). By (5.17), the infinitessimal
lifting criterion of (4.5) amounts to the following: if i : T0 ↪→ T is a closed immersion defined
by a nilpotent ideal I, M is a fine log structure on T , and ε : Q → M is a morphism of
sheaves of monoids, then any map map ρ : P → ι−1M for which ρ ◦ l = ι−1(ε) can be lifted
to a unique map ρ̃ : P →M such that ρ ◦ l = ε. But this is trivial since the étale sites of T
and T0 are equivalent by ([5], I.8.3). ¤

Corollary 5.24. If S is a fine log scheme and Q →MS a chart, then the map F : SP×SQ

◦
S →

LogS defined by the pullback of the map l∗MSQ
→ MSP

on SP (and (5.8)) is representable
and étale.

Proof. Let s : SP ↪→ Log(SP ,MSP
) be the open immersion (5.9.1). Then the composite

Log(S(l)) ◦ s : SP → Log(SQ,MSQ
) is an étale morphism over SQ by (5.23), and the map

F is simply the base change of this map by the morphism
◦
S → SQ. ¤

Corollary 5.25. Fix a fine log scheme S, and let J be the set of triples (U, β, l), where U/
◦
S

is étale, β : Q → MS|U is a chart, and l : Q → P is a morphism of monoids. Then the
natural morphism

S̃ :=
∐

(U,β,l)∈J

SP ×SQ
U −→ LogS

is representable, étale, and surjective.

Remark 5.26. Suppose S is an fs log scheme, and let TorS ⊂ LogS be the substack classifying
fs log schemes over S. In general if M is a fine log structure on a scheme X, then the set of
points x ∈ X for whichMx̄ is saturated is an open set since (3.5) shows that it is constructible
and stable under generization. Therefore, TorS is an open substack of LogS; in particular
TorS is an algebraic stack. If U ⊂ S̃ denotes the open substack obtained by considering only
those triples (U, β, l) for which P is saturated and torsion free, then the map U → TorS is
surjective by (2.2). Thus TorS admits an étale cover by toric stacks in the sense of ([13]).

Remark 5.27. In fact, remark (5.26) enables one to prove that TorS is algebraic without
appealing to (A.2) used in the proof of (1.1). Indeed as mentioned in (3.1) the proof that the
diagonal

∆TorS
: TorS −→ TorS × ◦

S
TorS

is representable does not require the use of (A.2). Moreover, when P is fs and torsion free
the proof of (5.20) does not require any results from the appendix (as noted in the proof),
and so one can construct the étale cover U → TorS without appealing to results about log
structures in the fppf topology. Since U is an algebraic stack it admits a smooth cover U → U

by a scheme, and the composite U → TorS is then a smooth cover of TorS.

Example 5.28. Let k be a field of characteristic p > 0 and let

ρ : [A1/Gm] −→ [A1/Gm]
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be the morphism of stacks over k associated to the maps

ρA1 : A1 −→ A1, ρGm : Gm −→ Gm

induced by

k[T ] −→ k[T ], T 7→ T p, and k[U±] −→ k[U±], U 7→ Up.

The map ρ is not smooth since there is a commutative diagram

A1 π−−−→ [A1/Gm]

ρA1

y yρ

A1 π−−−→ [A1/Gm]

where π is smooth but ρA1 is not. However, if we view [A1/Gm] as the log stack SN and ρ as
the underlying morphism of stacks associated to the morphism of log stacks

S(×p) : (SN,MSN) −→ (SN,MSN)

induced by multiplication by p on N, then by (5.23) the map S(×p) is log étale.

Example 5.29. Continuing with the preceding example, define

S := [A1/Gm]×ρ,[A1/Gm],ρ [A1/Gm].

Then S is isomorphic to the stack SP , where P is the quotient of the free monoid generated by
two elements x and y modulo the relation px = py. By (5.23) this stack with its natural log
structure is log étale over k (with the trivial log structure). Note however, that Spec(k[P ])
with its natural log structure is not log smooth. Indeed even the open set Spec(k[P gp]) '
µp ×Gm where the log structure on Spec(k[P ]) is trivial is not smooth.

In addition, the underlying stack SP is not smooth over k either. To see this, let P ′ be the
quotient of N2⊕Z by the relation (p, 0, 0) = (0, p, 1) and let β : P ′ → P be the map obtained
by sending (1, 0, 0) to x, (0, 1, 0) to y, and (0, 0, 1) to 0. IfM is a fine log structure on a scheme
X and γ : P ′ →M is a map which fppf locally lifts to a chart, then γ factors through β since
(0, 0, 1) ∈ P ′ is a unit. Thus by (5.14) the map β induces an isomorphism S(β) : SP ' SP ′ .
Since P ′gp ' Z2, the map Spec(k[P ′]) → SP ′ is smooth, and since Spec(k[P ′]) is not smooth,
SP ′ is not smooth either.

Finally let P be a property of morphisms f : X → Y of algebraic spaces which is stable
under base change and étale local on source and target. That is, for any family of commutative
squares

Xi
gi−−−→ X

fi

y yf

Yi
hi−−−→ Y

for which the maps ∐
i

gi :
∐

i

Xi −→ X,
∐

i

hi :
∐

i

Yi −→ Y

are étale and surjective, the map f has property P if and only if all the maps fi have property
P . For example, P could be the property of being étale, smooth, or flat. If F : S1 → S2 is a
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representable morphism of algebraic stacks, then it makes sense, by ([14], 3.10.1), to say that
F has property P .

Remark 5.30. If g : U → V is a representable, surjective, and étale morphism of algebraic
stacks, and if f : X → U is a map from a scheme, then it follows from our assumptions on P
that f has property P if and only if g ◦ f has property P .

We can describe in terms of the stacks SP what it means for a morphism of log schemes to
have property weak Log(P):

Corollary 5.31. A morphism of log schemes f : X → S has property weak Log(P) if and
only if étale locally on S and X there exists a chart (Q,P, βQ, βP , θ) for f such that the
induced map

(5.31.1)
◦

X −→
◦
S ×SQ

SP

has property P. Moreover, if f has property weak Log(P), then for any chart (Q,P, βQ, βP , θ)
the map (5.31.1) has property P.

Proof. To see the “if” direction, note that by the assumptions on P , we may replace S and X
by étale covers, and hence may assume that we have a chart such that (5.31.1) has property
P . In this case (5.24) and (5.30) applied to

(5.31.2)
◦

X
h−−−→

◦
S ×SQ

SP
g−−−→ LogS

shows that f has property weak Log(P).

To prove the “only if” direction and the second statement, we may assume that we have a
chart (Q,P, βQ, βP , θ) for f so that we have a factorization as in (5.31.2). If f has property
weak Log(P), then the map g ◦ h has property P , and so (5.24) and (5.30) imply that h also
has property P .

¤

Appendix: Comparison of topologies

Let X be a scheme, and let XZar (resp. Xet, Xfl) denote the small Zariski site (resp. small
étale site, big fppf site) ([15], chapter II, §1). Thus the objects of Xfl are all schemes locally of
finite presentation over X, and coverings in Xfl are given by surjective flat morphisms locally
of finite presentation.

We can speak of fine log structures on X with any of these topologies: a log structures is
fine if it is locally isomorphic to the log structure associated to a morphism P → OX from a
fine monoid P .

Let

Xfl
π1−−−→ Xet

π2−−−→ XZar

be the natural morphisms of ringed topoi. If M is a pre-log structure on XZar, then π−1
2 M

can naturally be viewed as a pre-log structure on Xet via the composite

π−1
2 M

π−1
2 (α)−−−−→ π−1

2 OXZar
−−−→ OXet .
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By taking the associated log structure, we get for any log structureM on XZar a log structure

π∗2M := (π−1
2 M)a

on Xet. Similarly, if M is a log structure on Xet, then we get a log structure π∗1M on Xfl.
Just as in ([9], 1.4.2), if M is a pre-log structure on Xet (resp. XZar), then π∗1(Ma) (resp.
π∗2(Ma)) is canonically isomorphic to (π−1

1 M)a (resp. (π−1
2 M)a). In particular if M is a fine

log structure on Xet (resp. XZar) then π∗1M (resp. π∗2M) is also fine.

The functor π∗1 (resp. π∗2) has a right adjoint πlog
1∗ (resp. πlog

2∗ ). If (M, α) is a log structure

on Xfl (resp. Xet), then πlog
1∗ (M) (resp. πlog

2∗ (M)) is simply the restriction of M to Xet (resp.

XZar) with map to OXet (resp. OXZar
) given by restriction of α. The fact that (π∗1, π

log
1∗ ) (resp.

(π∗2, π
log
2∗ )) are adjoint functors is checked as in ([9], 1.4).

The following theorem summarizes the basic relationship between the categories of log
structures in the various topologies (see also ([16] §2) for a comparison of the étale and
Zariski topologies):

Theorem A.1. The functor π∗1 (resp. π∗2) induces an equivalence between the category of fine
log structures on Xet (resp. XZar) and the category of fine log structures on Xfl (resp. fine
log structures M on Xet for which the adjunction map π−1

2 π2∗M→M is an isomorphism).

Before giving the proof of (A.1), let us note the following corollaries:

Corollary A.2. Let S be a fine log scheme (with log structure on the étale topology). Then the

fibered category LogS is a stack with respect to the fppf-topology on the category of
◦
S-schemes.

Proof. It follows from (A.1) that LogS is equivalent to the fibered category over the category

of
◦
S-schemes whose objects are morphisms

(X,MX) −→ (
◦
S, π∗1MS),

where MX is a fine log structure on Xfl. Since log structures and morphisms of log structures
in the fppf topology may be constructed fppf-locally it follows that LogS is a stack with
respect to the fppf topology. ¤
Corollary A.3. Let S be a scheme and P be a fine monoid. Denote by S′P the fibered category
over the category of S-schemes whose fiber over a scheme T is the groupoid of pairs (N , γ),
where N is a fine log structure on Tet and γ : P → N is a map which fppf locally on T lifts
to a chart. Then S′P is a stack with respect to the fppf topology on the category of S-schemes.

Proof. If M is a fine log structure on the étale site of a scheme X, then for any fine monoid
P , to give a map γet : P →M of étale sheaves is equivalent to giving a map of fppf sheaves
γfl : P → π−1

1 M since by adjunction

HomXfl
(P, π−1

1 M) = HomXet(P, π1∗π−1
1 M) = HomXet(P,M),

where the last equality follows from ([3], VIII.9.2). We claim that γet lifts fppf locally to a
chart for M if and only if γfl lifts fppf locally to a chart for π∗1M. The “only if” direction is
clear. To see the “if” direction, we may by (2.3) assume that we have a lifting γ̃et : P →M.
Let ι : N →M be the resulting morphism of fine log structures on Xet. By (2.4 (i)) (which
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also holds for fppf log structures by the same argument) and the assumption that γfl lifts fppf
locally to a chart for π∗1M, the map π∗1 : π∗1N → π∗1M is an isomorphism. Then by (A.1),
the map ι is an isomorphism as well and so γet lifts fppf locally to a chart.

It follows from this discussion and (A.1) that S′P,fl is equivalent to the fibered category over
the category of S-schemes whose fiber over a scheme T is the groupoid of pairs (N , γ), where
N is a fine log structure on Tfl and γ : P → N is a morphism which fppf locally lifts to a
chart. Since fppf sheaves and morphisms between them may be constructed fppf locally it
follows that S′P,fl is a stack with respect to the fppf topology. ¤
Corollary A.4. Let X be a scheme and let M1 and M2 be two fine log structures on Xet.
Then the functor Hom(M1,M2) on X-schemes which to any f : T → X associates the set
of morphisms of log structures f∗M1 → f∗M2 is a sheaf with respect to the fppf topology.

Proof. By (A.1), the functor Hom(M1,M2) is isomorphic to the functor Hom(π∗1M1, π
∗
1M2)

which to any f : T → X associates the set of morphisms f∗(π∗1M1) → f∗(π∗1M2). Since
morphisms between fppf sheaves may be constructed fppf locally the result follows. ¤
Corollary A.5. Let X be a scheme and X ′ → X an fppf cover of X. Then there is a natural
equivalence of categories between the category of fine log structures on Xet, and the category
of pairs (M′, σ), where M′ is a fine log structure on X ′

et and σ : pr∗1M′ → pr∗2M′ is an
isomorphism on X ′ ×X X ′ satisfying the cocycle condition

pr∗13(σ) = pr∗23(σ) ◦ pr∗12(σ)

on X ′ ×X X ′ ×X X ′.

Proof. By (A.1), the category of fine log structures on Xet is equivalent to the category of fine
log structures on Xfl, and the category of pairs (M′, σ) as in the corollary is equivalent to the
category of pairs (M′

fl, σfl), where M′
fl is a fine log structure on X ′

fl and σfl : pr∗1M′
fl ' pr∗2M′

fl

is an isomorphism of log structures on (X ′ ×X X ′)fl satisfying the cocycle condition. From
this the result follows. ¤

We now begin the proof of (A.1) which will be in several steps ((A.6)–(A.11)).

Proposition A.6. Suppose u : X ′ → X is a faithfully flat morphism of finite presentation,
and that M is an integral log structure ([9], 2.2) on Xet (resp. XZar). Let pri (i = 1, 2) be
the two projections X ′ ×X X ′ ⇒ X ′, and let ũ = u ◦ pr1 = u ◦ pr2. Then the sequence

Γ(X,M) → Γ(X ′, u∗M) ⇒ Γ(X ′ ×X X ′, ũ∗M)

is exact.

Proof. It is known that the sequence

(A.6.1) Γ(X,M) → Γ(X ′, u−1M) ⇒ Γ(X ′ ×X X ′, ũ−1M)

is exact (in the étale topology this is ([3].VIII.9.2) and a similar argument gives the result
in the Zariski topology). Thus if m1,m2 ∈ Γ(X,M) are two sections which map to the
same element in Γ(X ′, u∗M), then there exists a unique unit γ ∈ Γ(X,O∗X) such that λ(γ) +
m1 = m2. Since the map Γ(X,O∗X) → Γ(X ′,O∗X′) is injective, the images of m1 and m2 in
Γ(X ′, u∗M) are equal if and only if γ = 1 and m1 = m2. Hence Γ(X,M) → Γ(X ′, u∗M) is
injective.
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Next suppose m′ ∈ Γ(X ′, u∗M) is an element for which pr∗1m
′ = pr∗2m

′. To prove that m′

is in the image of Γ(X,M), we may, by the injectivity shown above, replace X by an étale
cover (resp. Zariski cover). By the exactness of (A.6.1), the image of m′ in Γ(X ′, u−1M) is
contained in Γ(X,M). Therefore, after perhaps replacing X by an étale cover (resp. Zariski
cover), we may assume that there exists a section m ∈ Γ(X,M) whose image in Γ(X ′, u−1M)
is equal to the image of m′. Since M is integral, there exists a unique unit γ ∈ Γ(X ′,O∗X′)
such that λ(γ) + m = m′. Moreover, since both m and m′ are in the equalizer of pr∗1 and pr∗2,
γ is in the equalizer of the two maps

Γ(X ′,O∗X′) ⇒ Γ(X ′ ×X X ′,O∗X′×XX′).

By descent theory γ ∈ Γ(X,O∗X), and hence m′ ∈ Γ(X,M). ¤
Corollary A.7. IfM is an integral log structure on Xet (resp. XZar), then π∗1M (resp. π∗2M)
is the log structure which to any morphism of finite presentation (resp. étale) f : X ′ → X
associates Γ(X ′, f ∗M). In particular if M is an integral log structure on Xet (resp. XZar),

then the natural map M→ πlog
2∗ π∗2M (resp. M→ πlog

1∗ π∗1M) is an isomorphism.

Corollary A.8. The restriction of π∗1 (resp. π∗2) to the category of integral log structures on
Xet (resp. XZar) is fully faithful.

Proof. If M1 and M2 are integral log structures on Xet (resp. XZar), then

Hom(π∗M1, π
∗M2) ' Hom(M1, π

log
∗ π∗M2) ' Hom(M1,M2),

where π denotes π2 (resp. π1). ¤
Corollary A.9. Let X be a scheme and M a fine log structure on Xfl. Then the adjunction
map π−1

1 π1∗M→M is an isomorphism.

Proof. Let f : X ′ → X be a flat cover such that there exists a fine log structure N on X ′
et and

an isomorphism π∗1N ' M|X′
fl
. By (A.8), the tautological descent datum for M|X′

fl
relative

to the morphism f induces descent datum for N relative to f . From this we obtain descent
datum for the étale sheaf N relative to f , which by ([3], VIII.9.4) is effective. Thus there
exists a sheaf of monoids F on Xet inducing N with its descent datum. Thus M ' π−1

1 F ,
and since π1∗π−1

1 F ' F ([15], III.3.11 (b)) the result follows. ¤
Proposition A.10. Let X be a scheme and M an integral log structure on Xet (resp. XZar).
Then M is fine if and only if π∗1M (resp. π∗2M) is fine.

Proof. The “only if” direction was already noted. Now if π∗1M (resp. π∗2M) is fine, then
there exists a flat (resp. étale) cover f : X ′ → X and a fine log structure M′ on X ′

et (reps.
X ′

Zar) such that π∗1M|X′ (resp. π∗2M|X′) is isomorphic to π∗1M′ (resp. π∗2M′). From this
and (A.8) we obtain an isomorphism f∗M ' M′ and hence f ∗M is fine. Let x̄ → X be a
geometric point (resp. point) and let ȳ → X ′ be a geometric point (resp. point) lying over
x̄. Then

Mx̄ ' (f−1M)ȳ 'M′
ȳ

which implies that Mx̄ is a fine monoid. Choose a finitely generated group G and a map
h : G →Mgp

x̄ such that the composite G → Mgp

x̄ is surjective. Then by ([9], proof of 2.10)
the monoid P := h−1(Mx̄) is fine, and so after replacing X by some étale (resp. Zariski)
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neighborhood of x̄ we can find a map P → M. Let N be the log structure associated to
P and let N → M be the induced map. By ([9], 2.10) there exists an étale (resp. Zariski)
neighborhood of ȳ such that f∗N → f ∗M is an isomorphism. From this and (A.8) it follows
that N →M is an isomorphism in some neighborhood of x̄. ¤
Proposition A.11. Let X be a scheme and M a fine log structure on Xfl (resp. Xet such
that π−1

2 π2∗M→M is an isomorphism). Then there exists a pair (N , s), where N is a fine
log structure on Xet (resp. XZar) and s is an isomorphism between M and π∗1N (resp. π∗2N ).

Proof. Let π denote π1 (resp. π2). Define N := πlog
∗ M, and let s : π∗N → M be the map

obtained by adjunction. To prove the proposition it suffices to show that s is an isomorphism.
Once this is shown, the fact that N is fine follows from (A.10).

To show that s is an isomorphism, it suffices to show that

s̄ : π−1(N ) ' (π∗N ) →M
is an isomorphism, since s is a morphism of integral log structures ([8], 3.2). By (A.9)
(resp. by assumption) the map π−1π∗M →M is an isomorphism, so to verify that s̄ is an
isomorphism it suffices to verify that π∗(s̄) : N → π∗M is an isomorphism.

That π∗(s̄) is injective follows from the commutative diagram

N −−−→ N gp

π∗(s̄)
y y

π∗M −−−→ π∗(Mgp
)

and the snake lemma applied to the following commutative diagram of sheaves on Xet (resp.
XZar):

0 → O∗X → N gp → Ngp → 0∥∥∥ y y
0 → O∗X → π∗Mgp → π∗(Mgp

).

To see that the map π∗(s̄) is surjective, suppose we have a section m̄ ∈ π∗(M)(U) for some
étale (resp. Zariski ) U → X. Then the surjectivity of π∗(s̄) is equivalent to the statement
that locally in the étale (resp. Zariski ) topology on U there exists a lifting of m̄ to M. In
other words, we have to show that the sheaf S on Ufl (resp Uet) defined by

V 7→ {liftings of m̄ to M(V )}
admits a section locally in the étale (resp. Zariski) topology. But S is naturally a Gm-torsor,
so this follows from the fact that any Gm-torsor in the flat topology can be trivialized locally
in the Zariski topology ([5], XI.5.1). ¤
Example A.12. Suppose R is a complete discrete valuation ring and E/R a proper regular
scheme whose closed fiber j : E0 ⊂ E is a divisor with normal crossings and whose generic
fiber is smooth. Suppose that E0 is an irreducible nodal genus 1 curve, and let ME be the
log structure on Eet defined by the divisor E0 ([9], 1.5.1). Then we claim that ME is not
induced by a log structure on EZar. In fact evenME0 := j∗ME is not induced by a Zariski log
structure on E0. To see this let p : Ẽ0 → E0 be the normalization of E0, and note that there
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is an isomorphism p∗Z ' Mgp

E0
([8], 11.5). Now if U ⊂ E0 is an open set, then p−1(U) ⊂ Ẽ0

is connected and hence (p∗Z)(U) = Z. Thus the restriction of Mgp

E0
to E0,Zar is the constant

sheaf Z, and if p̄ → E0 denotes a geometric point mapping to the node, then the map

Z ' (π−1
2 π2∗Mgp

E0
)p̄ −→Mgp

E0,p̄ ' Z2

is the diagonal map. In particular, the map π−1
2 π2∗ME0 →ME0 is not an isomorphism.
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