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Abstract

We give characterizations of varieties with a difference term and outline the commutator theory for
such varieties.

1 Introduction

In 1954, A. I. Mal’cev published [11] which contains the result that all members of a variety of algebras
have permuting congruences if and only if the variety satisfies the equations:

m(x, x, y) = y and m(x, y, y) = x

with respect to some ternary term m(x, y, z). Such a term is now called a Mal’cev term. Any variety
whose members have an underlying group structure has a Mal’cev term: m(x, y, z) = xy−1z. (E.g., any
variety of groups, rings, modules, Boolean algebras or Lie algebras has a Mal’cev term.) It is shown by
J. D. H. Smith in [14] that it is possible to extend the theory of the group commutator to any variety of
algebras which has a Mal’cev term. The theory developed for such varieties is essentially as powerful a
theory in general as it is in the particular variety of groups. Later, in [4], J. Hagemann and C. Herrmann
extended Smith’s results to congruence modular varieties without any loss in the generality of the theory.
Other approaches to the commutator theory of congruence modular varieties are contained in [1] and [3].
In the latter accounts the role of a difference term plays an essential role. A difference term is a term
d(x, y, z) which satisfies

d(x, x, y) = y and d(x, y, y) [θ, θ] x

where [−,−] is the commutator and θ is any congruence containing (x, y). Herrmann was the first to show
how to construct a difference term for a congruence modular variety (in [5]) and Gumm was the first to
publish an account of the properties of the difference term and indicate that much of modular commutator
theory can be derived from the properties of a difference term (see [3]).

In [6], D. Hobby and R. McKenzie have a chapter devoted to commutator theory for non-modular
varieties. The commutator theory developed in [6] is necessarily weaker than the commutator theory for
congruence modular varieties; but it remains a useful theory, especially for locally finite varieties. Hobby
and McKenzie show that there is a largest special Mal’cev condition for locally finite varieties and this
Mal’cev condition is equivalent to the existence of a weak difference term: a term w(x, y, z) satisfying

w(x, x, y) [θ, θ] y and w(x, y, y) [θ, θ] x.
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The commutator theory for non-modular varieties is somewhat better behaved for varieties with a weak
difference term; certain fragments of modular commutator theory can be extended to this generality. The
biggest gap in non-modular commutator theory is that the structure of abelian algebras is not understood.
Weak difference terms come to the rescue here. In a variety with a weak difference term, the abelian
algebras are affine.

In [10], P. Lipparini begins a program to determine which fragments of modular commutator theory
extend to varieties with a difference term or a weak difference term. In his paper he asks for a local
characterization of those locally finite varieties which have a difference term. The book [6] by Hobby
and McKenzie contains two chapters on the relationship between global properties of a variety (e.g.,
Mal’cev conditions) and local properties (e.g., the structure of induced algebras). This book contains local
characterizations of congruence distributivity, congruence modularity, congruence n-permutability for some
n, congruence neutrality and other conditions. Most importantly for us, [6] gives a local characterization of
those varieties with a weak difference term. Hobby and McKenzie do not characterize the varieties with a
difference term, nor those with a Mal’cev term. However, they suggested a plausible local characterization
for varieties with a Mal’cev term (i.e., for congruence permutable varieties). Their guess was proved to be
correct by M. Valeriote and R. Willard in [15]. A second proof of this fact was given in [8] and the result
was extended to a characterization of congruence 3-permutable varieties.

Since a local characterization of locally finite varieties with a weak difference term appears in [6] and a
local characterization of locally finite varieties with a Mal’cev term appears in [15], the remaining problem
in this collection which is open is the problem posed by Lipparini: give a local description of those locally
finite varieties which have a difference term. In this paper we solve this problem. Our main result is slightly
more than Lipparini asks for, since we do not completely restrict ourselves to locally finite varieties.

THEOREM 1.1 Let V be a variety such that FV(2) is finite. Then V has a difference term iff for all
finite A ∈ V it is the case that

(i) 1 6∈ typ{A} and

(ii) all type 2 minimal sets of A have empty tail.

Although this theorem is not restricted to locally finite varieties, our arguments shall concern locally
finite varieties only. What allows us to state the final result in the generality we do is the following
observation. If V is a variety and F = FV(2), then d(x, y, z) is a difference term for V iff it is a difference
term for HSP(F). The forward implication of this claim is trivial. For the reverse implication, assume that
d(x, y, z) is a difference term for HSP(F). Choose A ∈ V and a, b ∈ A. Let B = SgA({a, b}). Since B is
2-generated, B ∈ HSP(F). Hence d(x, y, z) interprets as a difference term in B. This means that

dA(a, a, b) = dB(a, a, b) = b.

Furthermore,
dA(a, b, b) = dB(a, b, b) [CgB(a, b),CgB(a, b)] a.

But [CgB(a, b),CgB(a, b)] ⊆ [θ, θ] for any congruence θ ∈ Con A for which (a, b) ∈ θ. Consequently
dA(a, b, b) [θ, θ] a as desired. Thus, it suffices for us to prove Theorem 1.1 with the hypothesis “FV(2) is
finite” changed to “V is locally finite.”

Theorem 1.1 might be considered to be a natural amalgam of some theorems in [6]. As we have
mentioned, any congruence modular variety has a difference term. Furthermore, for any variety satisfying
[θ, θ] = θ as a congruence identity the projection d(x, y, z) = z is a difference term. The congruence
identity [α, β] = α∧ β, called congruence neutrality, is equivalent to the congruence identity [θ, θ] = θ,
so the third projection is a difference term for any congruence neutral variety. The local characterizations
of congruence modular and congruence neutral varieties are:
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THEOREM 1.2 A locally finite variety V is congruence neutral iff typ{A} ⊆ {3 ,4 ,5 } for all finite
A ∈ V. A locally finite variety is congruence modular iff

(i) typ{A} ⊆ {2 ,3 ,4 } for all finite A ∈ V and

(ii) all minimal sets have empty tail.

The local restrictions in Theorem 1.1 are the natural join of those for congruence neutrality and congruence
modularity so we may think of the existence of a difference term as the amalgam of congruence neutrality
and congruence modularity (in a sense similar to Gumm’s assertion in [2] that congruence modularity is
the amalgam of congruence distributivity and congruence permutability). In fact, we will show that even
in the absence of any finiteness hypotheses, one may consider the existence of a difference term to be the
amalgam of congruence neutrality and congruence modularity. We will prove that when V has a difference
term and A ∈ V, then any interval in ConA defined by a failure of the modular law must be neutral.
That is, we show that:

THEOREM 1.3 If V has a difference term and A ∈ V and α, β, γ ∈ Con A and α ≥ γ, then the interval
I[(α ∧ β) ∨ γ, α ∧ (β ∨ γ)] is neutral.

(An interval I[δ, θ] is neutral if whenever δ ≤ µ ≤ ν ≤ θ and C(ν, ν;µ) holds we have µ = ν.)
Our reference for tame congruence theory is, of course, [6], while our reference for universal algebra is

[13]. For commutator theory we refer the reader to Chapter 3 of [6] and also to [9].

2 Commutator Theory With a Difference Term

In this section we indicate which features of modular commutator theory depend only on the existence of
a difference term. We want to show that essentially all of modular commutator theory holds for varieties
with a difference term, except that the complete additivity of the commutator is weakened. The results
in this section are summarized in Theorem 2.10. [10] contains some of these results as well as a further
exploration of the commutator properties of varieties which have a difference term or a weak difference
term.

One must have some familiarity with non-modular commutator theory in order to read some of the
proofs in this section. In particular, the following definition should be familiar.

Definition 2.1 If R and S are binary relations on A and δ ∈ Con A, then C(R,S; δ) holds if for all n
whenever (a, b) ∈ R, (ui, vi) ∈ S, i < n, and p(x, ȳ) ∈ Poln+1 A one has

p(a, ū) ≡δ p(a, v̄)⇐⇒ p(b, ū) ≡δ p(b, v̄).

We write [R,S] to denote the least δ ∈ Con A such that C(R,S; δ) holds.

The relation C(x, y; z) is called the centralizer relation. Observe that C(R,S; δ) holds if and only if
C(α, β; δ) holds, where α is the congruence generated by R ∪ δ and β is the reflexive, compatible relation
generated by S ∪ δ. We shall usually only consider C(α, β; δ) when α and β are congruences. When α
and β are reflexive, compatible relations there is a useful alternate description of [α, β]. First, when β is
a reflexive, compatible binary relation on A we use the notation A×β A to denote the subalgebra of A2

with universe β. That is, A×β A = SgA2
(β). Now let ∆β,α be the congruence on A×β A generated by

{〈(x, x), (y, y)〉 | (x, y) ∈ α}.
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Call a subset G ⊆ A2 ∆-closed if
∆β,α ◦G ◦∆β,α ⊆ G.

When α and β are reflexive, compatible relations, then [α, β] is the smallest subset γ ⊆ A2 such that (i) γ
is a congruence of A and (ii) γ is ∆-closed.

The following definition from [9] is useful: Given congruences α, β and γ on A, let [α, β]γ denote the
least congruence δ ≥ γ such that C(α, β; δ) holds. Of course, [α, β]0 = [α, β].

LEMMA 2.2 If V has a difference term, A ∈ V and α, β ∈ Con A, then [α, β] = [β, α].

Proof: Assume not. Then for some α and β we have that [α, β] 6≤ [β, α]. From this we obtain that
[β, α] < [α, β][β,α] holds. If we let A′ = A/[β, α] and α′ = α/[β, α], β ′ = β/[β, α], then we get [β ′, α′] =
0 < [α′, β′] in A′. By changing notation we may assume that [β, α] = 0 < [α, β] in A.

Since [α, β] 6= 0, there is a polynomial p(x, ȳ), (a, b) ∈ α and (ū, v̄) ∈ βk such that

p(a, ū) = p(a, v̄)

while
c = p(b, ū) [α, β] − 0A p(b, v̄) = e.

Let θ = Cg(c, e). Clearly θ ≤ [α, β] ≤ α ∧ β. Hence

[θ, θ] ≤ [α ∧ β, α ∧ β] ≤ [β, α] = 0.

Let p′(x, ȳ) = d(p(x, ȳ), p(x, ū), p(b, ū)). Then

p′(a, ū) = p(b, ū) = p′(b, ū)

while
c = p′(a, v̄) [β, α] p′(b, v̄) = d(e, c, c) = e.

This implies that c = e (since [β, α] = 0, (c, e) ∈ θ and [θ, θ] = 0), which clearly contradicts the second
displayed line of this paragraph. 2

In a congruence modular variety, centralizer relation is symmetric in its first two variables: C(α, β; δ)
iff C(β, α; δ). This is a consequence of Lemma 2.2 and the fact that

C(α, β; δ) ⇔ [α, β] ≤ δ

in a congruence modular variety. However, the centralizer is not symmetric in its first two variables in non-
modular varieties with a difference term. I.e., if V has a difference term, then the centralizer is symmetric
in its first two variables throughout V iff V is congruence modular. What this implies is that when V has a
difference term but is not congruence modular, then C(α, β; δ) is not equivalent to [α, β] ≤ δ. The correct
relationship between these properties is given in the next lemma.

LEMMA 2.3 Suppose that A ∈ V where V is a variety with a difference term. The following conditions
are equivalent.

(i) C(α, β; δ).

(ii) [α, β]δ = δ.
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(iii) [α, β] ≤ δ and [γ, γ] ≤ δ where γ := β ∧ [α, β]δ .

(In particular, [α, β] ≤ δ & [β, β] ≤ δ ⇒ C(α, β; δ).)

Proof: That (i)⇒ (ii)⇒ (iii) is clear. The final statement of the lemma follows from the implication
(iii)⇒ (i), so we concentrate only on this implication.

Assume that (iii) holds, but that (i) fails. Since C(α, β; δ) fails, there exist p(x, ȳ) ∈ Poln+1 A (a, b) ∈ α
and (ui, vi) ∈ β, i < n, such that

p(a, ū) δ p(a, v̄)

while
c = p(b, ū) [α, β]δ − δ p(b, v̄) = e.

Clearly (c, e) ∈ β, since each (ui, vi) ∈ β, so in fact (c, e) ∈ γ. If d(x, y, z) is the difference term for V, let
p′(x, ȳ) = d(p(x, ȳ), p(x, ū), p(b, ū)). Then we have

p′(a, ū) = p(b, ū) = p′(b, ū)

and therefore
p′(a, v̄) [β, α] p′(b, v̄).

But p′(a, v̄) δ p(b, ū) and p′(b, v̄) = d(e, c, c) [γ, γ] e = p(b, v̄). Altogether, this means that

c = p(b, ū) δ p′(a, v̄) [β, α] p′(b, v̄) [γ, γ] e.

Assuming (iii) we have [γ, γ] ≤ δ and [β, α] = [α, β] ≤ δ, so we conclude that (c, e) ∈ δ. But we deliberately
arranged things so that (c, e) 6∈ δ. This contradiction concludes the proof. 2

In order to describe the way the commutator behaves with respect to homomorphisms we introduce
additional notation. If φ : A → B is a homomorphism and R is a binary relation on B (usually a
congruence), then φ<(R) is the relation {(x, y) ∈ A2 | (φ(x), φ(y)) ∈ R}. We may also write this as simply
R< if φ is understood. Thus, for example, φ<(0B) and 0<B both denote ker φ. If S is a binary relation
on A, then φ(S) will denote the relation {(φ(x), φ(y)) ∈ B2 | (x, y) ∈ S} on B. Both φ>(S) and S> will
denote the congruence on A generated by φ(S). In the rare cases where we may need words to go with
these symbols we call φ(S) the image of S, φ>(S) the push-forward of S and φ<(R) the pull-back of
R. When we “push S forward” we obtain S>. When we “pull R back” we obtain R<.

LEMMA 2.4 If V has a difference term, A ∈ V and α, β and γ are congruences on A with γ ≤ α ∧ β,
then

[α, β]γ = [α, β] ∨ γ.
In particular, if φ : A→ B is surjective and ρ, σ ∈ Con B, then

[ρ, σ]< = [ρ<, σ<] ∨ 0<.

Proof: For the first claim, let δ = [α, β] ∨ γ. Then we have

[α, β] ∨ δ = [α, β] ∨ γ ≤ [α, β]γ ≤ [α, β]δ .

Hence it suffices to prove the first statement of the lemma only in the case γ = δ ≥ [α, β]. In this case, we
need to show that

[α, β] ≤ δ ≤ α ∧ β ⇒ [α, β]δ = δ.
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Assume instead that [α, β] ≤ δ ≤ α∧ β while δ < [α, β]δ . Then there is a polynomial p(x, ȳ), (a, b) ∈ α
and (ū, v̄) ∈ βk such that

p(a, ū) δ p(a, v̄)

while
c = p(b, ū) [α, β]δ − δ p(b, v̄) = e.

Let θ = Cg(c, e). Clearly θ ≤ [α, β]δ ≤ α ∧ β. Hence

[θ, θ] ≤ [α ∧ β, α ∧ β] ≤ [α, β] ≤ δ.

Let p′(x, ȳ) = d(p(x, ȳ), p(x, ū), p(b, ū)). Then

p′(a, ū) = p(b, ū) = p′(b, ū)

while
c δ p′(a, v̄) [β, α] p′(b, v̄) = d(e, c, c).

Now d(e, c, c) [θ, θ] e, so since [θ, θ] ≤ δ we get d(e, c, c) δ e. Furthermore, by Lemma 2.2 and our hypotheses
that [α, β] ≤ δ we get that [β, α] ≤ δ. Hence, in the last displayed line we have

c δ p′(a, v̄) δ p′(b, v̄) = d(e, c, c) δ e.

But this contradicts the second displayed line of this paragraph. I.e., (c, e) ∈ δ is false. This finishes the
proof of the first statement of this lemma.

The second statement follows from the first by taking γ = 0<, α = ρ< and β = σ<. Then it turns out
that [ρ, σ]< = [α, β]γ . 2

Generalizing notation from [1] we define [θ]0δ = θ and [θ]n+1
δ = [[θ]nδ , [θ]

n
δ ]δ . [θ]n is defined to be [θ]n0 .

LEMMA 2.5 If V has a difference term, A ∈ V and α, γ, δ ∈ Con A, then for each n we have

[α ∨ γ]nδ ≤ [α]nδ ∨ γ.

In particular, [α ∨ γ]nγ = [α]nγ .

Proof: The second claim of the lemma follows from the first (taking δ = γ), since [α]nγ ≥ γ always
holds and [α ∨ γ]nγ ≥ [α]nγ is a consequence of the monotonicity of the commutator.

The first claim of the lemma is trivial if n = 0. Assume that this claim is false for n = 1. Then
we can find α, γ and δ so that [α ∨ γ, α ∨ γ]δ 6≤ [α, α]δ ∨ γ. Set γ′ = [α, α]δ ∨ γ. Then again we have
[α ∨ γ′, α ∨ γ′]δ 6≤ [α, α]δ ∨ γ′, but we also have [α, α]δ ≤ γ′. Changing notation back, we assume that our
original choice of γ satisfies [α, α]δ ≤ γ. (In particular, δ ≤ γ.)

Choose (x, z) ∈ α ◦ γ. There is a y ∈ A such that x ≡α y ≡γ z. We have

x ≡[α,α] d(x, y, y) ≡γ d(x, y, z) ≡α d(y, y, z) = z.

Since [α, α] ≤ [α, α]δ ≤ γ, this forces (x, z) ∈ γ ◦ α. Hence α ◦ γ ⊆ γ ◦ α. It follows that α ∨ γ = α ◦ γ.
We have assumed that [α ∨ γ, α ∨ γ]δ 6≤ [α, α]δ ∨ γ = γ. Thus, γ < [α ∨ γ, α ∨ γ]γ . For any pair of

congruences on any algebra the statement γ < [α ∨ γ, α ∨ γ]γ is equivalent to γ < [α, α ∨ γ]γ . (The latter
surely implies the former by monotonicity. Conversely, γ = [γ, α ∨ γ]γ always holds; so if γ = [α, α ∨ γ]γ ,
then γ = [α∨γ, α∨γ]γ holds too because the commutator is semidistributive over join in its first variable.)
Thus we need to obtain a contradiction to
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(i) V has a difference term,

(ii) [α, α]δ ≤ γ,

(iii) α ∨ γ = α ◦ γ and

(iv) γ < [α, α ∨ γ]γ .

Because of (iv) we can find a polynomial p(x, ȳ), (a, b) ∈ α and (ū, v̄) ∈ (α ∨ γ)k such that

p(a, ū) γ p(a, v̄)

while
p(b, ū) [α, α ∨ γ]γ − γ p(b, v̄).

Since α∨ γ = α ◦ γ, we can find a wi for each i < k such that ui ≡α wi ≡γ vi. Then for z ∈ {a, b} we have

p(z, ū) ≡α p(z, w̄) ≡γ p(z, v̄).

Using this for z = a and using also p(a, ū) ≡γ p(a, v̄) we obtain that

p(a, ū) γ p(a, w̄).

By the same argument with z = b instead we obtain

c = p(b, ū) [α, α]γ − γ p(b, w̄) = e.

Let p′(x, ȳ) = d(p(x, ȳ), p(x, ū), p(b, ū)). Then

p′(a, ū) = p(b, ū) = p′(b, ū)

while
c γ p′(a, w̄) [α, α] p′(b, w̄) = d(e, c, c).

Now (c, e) ∈ α and [α, α] ≤ [α, α]δ ≤ γ. Hence d(e, c, c) ≡γ e. The last displayed line gives us that
(c, e) ∈ γ. This contradicts our previous conclusion that

c = p(b, ū) [α, α]γ − γ p(b, w̄) = e.

Now assume that the first claim of the lemma holds for a fixed k ≥ 1. Then

[α ∨ γ]k+1
δ = [[α ∨ γ]kδ , [α ∨ γ]kδ ]δ

≤ [[α]kδ ∨ γ, [α]kδ ∨ γ]δ
≤ [[α]kδ , [α]kδ ]δ ∨ γ
= [α]k+1

δ ∨ γ.

By induction, the claim holds for all n 2

The next lemma perhaps doesn’t really belong in a sequence of results concerning varieties with a
difference term, because it is true in any variety.

LEMMA 2.6 Assume that φ : A → B is surjective. If α, β ∈ Con A, then φ([α, β]) ⊆ [φ(α), φ(β)]. If
there exists ψ : B→ A such that φ ◦ ψ = idB and ρ, σ ∈ Con B, then

ψ<([ψ>(ρ), ψ>(σ)]) = φ([ψ>(ρ), ψ>(σ)]) = [ρ, σ].
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Proof: In order to prove this lemma, we need to understand how [α, β] is generated from α and β.
Recall that γ = [α, β] iff γ ∈ Con A is the least ∆-closed congruence on A. Here ∆β,α is the congruence
on A×β A generated by

{〈(x, x), (y, y)〉 | (x, y) ∈ β}.
More simply put, if δ : A → A ×β A is the canonical embedding of A onto the diagonal, then ∆β,α =
δ>(α).

We can build γ = [α, β] in a “bottom-up” fashion: Begin with γ0 = 0A, the trivial congruence on A.
Certainly γ0 ⊆ γ since γ is a congruence. Now γ0 may not be ∆-closed, but

γ1 := ∆β,α ◦ γ0 ◦∆β,α

is. Clearly γ0 ⊆ γ1 ⊆ γ, since ∆β,α is reflexive and γ is ∆-closed. γ1 is a ∆-closed tolerance of A, but
it may not be transitive. We let †(R) denote the transitive closure of a subset R ⊆ A2. Since γ1 is a
tolerance, γ2 := †(γ1) is a congruence. We have γ0 ⊆ γ1 ⊆ γ2 ⊆ γ, since γ is transitive. γ2 need not be
∆-closed, but γ3 := ∆β,α ◦ γ2 ◦∆β,α is. Continuing in this way we get a sequence

γ0 ⊆ γ1 ⊆ γ2 ⊆ γ3 ⊆ · · · ⊆ γ

where the relations with even subscripts are congruences and the relations with odd subscripts are ∆-closed
tolerances. We must have γ =

⋃
n<ω γn since the latter is a ∆-closed congruence contained in γ.

Now we begin our argument that φ([α, β]) ⊆ [φ(α), φ(β)]. As we have just explained, [α, β] =
⋃
n<ω γn.

Hence
φ([α, β]) = φ(

⋃

n<ω

γn) =
⋃

n<ω

φ(γn).

Note that φ(α) and φ(β) are tolerances on φ(A) = B. Let Γ0 = 0B and define

(1) Γi+1 = ∆φ(β),φ(α) ◦ Γi ◦∆φ(β),φ(α) if i is even and

(2) Γi+1 = †(Γi) if i is odd.

Then [φ(α), φ(β)] =
⋃
n<ω Γi. We can finish the first part of the proof by showing that φ(γi) ⊆ Γi for each

i. For this we need to prove the following claim.

Claim. φ(∆β,α) ⊆ ∆φ(β),φ(α).

Proof of Claim: ∆β,α is a congruence on A ×β A and ∆φ(β),φ(α) is a congruence on B ×φ(β) B =
φ(A×βA). Hence it suffices to show that φ maps the generators of ∆β,α into ∆φ(β),φ(α). A typical generator
of ∆β,α is of the form 〈(a, a), (b, b)〉 where (a, b) ∈ α. Applying φ we obtain 〈(φ(a), φ(a)), (φ(b), φ(b))〉 which
certainly belongs to ∆φ(β),φ(α).

Now we get back to the proof of the lemma. Clearly φ(γ0) = Γ0. Assume that φ(γi) ⊆ Γi for all i < k.
If k is odd, then γk = ∆β,α ◦ γk−1 ◦∆β,α. Hence

φ(γk) = φ(∆β,α ◦ γk−1 ◦∆β,α)
⊆ φ(∆β,α) ◦ φ(γk−1) ◦ φ(∆β,α)
⊆ ∆φ(β),φ(α) ◦ Γk−1 ◦∆φ(β),φ(α)

= Γk.

If k > 0 is even, then γk = †(γk−1). Hence

φ(γk) = φ(†(γk−1))
⊆ †(φ(γk−1))
⊆ †(Γk−1)
= Γk.
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Thus in either case we have φ(γk) ⊆ Γk. By induction we have φ([α, β]) ⊆ [φ(α), φ(β)].
Now we consider the case where there is a homomorphism ψ : B→ A such that φ◦ψ = idB. Of course,

this hypothesis implies that ψ is 1-1. From this it follows that for α, β ∈ Con A we have

[ψ<(α), ψ<(β)] ⊆ ψ<([α, β]).

(Thinking of ψ as an inclusion, this displayed line is just the familiar commutator inclusion [α|B, β|B] ⊆
[α, β]|B.) We choose to rewrite this for the case α = ψ>(ρ), β = ψ>(σ) where ρ, σ ∈ Con B. In this case
we have

[ψ<ψ>(ρ), ψ<ψ>(σ)] ⊆ ψ<[ψ>(ρ), ψ>(σ)].

Observe that for any S ⊆ A we have ψ<(S) ⊆ φ(S). If ρ ∈ Con B this forces

ρ ⊆ ψ<ψ>(ρ) ⊆ φψ>(ρ) ⊆ ρ.

Hence ψ<ψ>(ρ) = φψ>(ρ) = ρ. Putting these observations together with the first part of this lemma,
when ρ, σ ∈ Con B we have

ψ<[ψ>(ρ), ψ>(σ)] ⊆ φ[ψ>(ρ), ψ>(σ)]
⊆ [φψ>(ρ), φψ>(σ)]
= [ψ<ψ>(ρ), ψ<ψ>(σ)]
= [ρ, σ]
⊆ ψ<[ψ>(ρ), ψ>(σ)].

We conclude that ψ<[ψ>(ρ), ψ>(σ)] = φ[ψ>(ρ), ψ>(σ)] = [ρ, σ] as we claimed. This finishes the proof of
the lemma. 2

In the first statement of the previous lemma we assumed that φ was surjective only to avoid discussing
the commutator of non-reflexive relations.

Gumm proved that the four properties listed in the next lemma hold for any congruence modular
variety. We show that any variety satisfying one of them satisfies all of them. The point of this lemma is
to show that, not only is a difference term formally a weak version of a Mal’cev term, a difference term is
associated with a weak version of congruence permutability.

LEMMA 2.7 If V is a variety, then the following conditions are equivalent.

(i) V has a difference term.

(ii) V |=con α ◦ β ⊆ [α, α] ◦ β ◦ α.

(iii) V |=con α ◦ β ⊆ [α]n ◦ β ◦ α for each n.

(iv) For each n there is a term dn such that V satisfies the equations dn(x, x, y) = y and dn(x, y, y) ≡[θ]n x
for any θ containing (x, y).

Proof: Clearly (iv) implies (i) since each dn, n > 0, is a difference term.
Assume (i) and choose (x, z) ∈ α ◦ β (where α, β ∈ Con A, A ∈ V). There exists y ∈ A such that

x ≡α y ≡β z. Hence
x ≡[α,α] d(x, y, y) ≡β d(x, y, z) ≡α d(y, y, z) = z.

This shows that (x, z) ∈ [α, α] ◦ β ◦ α and (ii) holds.
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Given (ii) we have α ◦ β ⊆ [α, α] ◦ β ◦ α. Similarly, we have [α]k ◦ β ⊆ [α]k+1 ◦ β ◦ [α]k. Thus,

α ◦ β ⊆ [α, α] ◦ β ◦ α
= ([α]1 ◦ β) ◦ α
⊆ ([α]2 ◦ β ◦ [α]1) ◦ α
= [α]2 ◦ β ◦ ([α]1 ◦ α)
= [α]2 ◦ β ◦ α
= ([α]2 ◦ β) ◦ α
⊆ [α]4 ◦ β ◦ α
⊆ ([α]8 ◦ β) ◦ α
...

This shows why α ◦ β ⊆ [α]2
r ◦ β ◦ α. For any given n, (iii) follows from this for r chosen so that 2r ≥ n.

To finish we must show that (iii) implies (iv). Choose F = FV(x, y, z) and let α = Cg(x, y) and β =
Cg(y, z). Then

(x, z) ∈ α ◦ β ⊆ [α]n ◦ β ◦ α,
so there are elements d, e ∈ F such that

x ≡[α]n e ≡β d ≡α z.

If dn(x, y, z) and e(x, y, z) are terms representing the elements d and e respectively, then the fact that
(d, z) ∈ α implies that V |= dn(x, x, z) = z. Since (e, d) ∈ β we have that V |= dn(x, y, y) = e(x, y, y). We
will be finished if we can show that V |= e(x, y, y) ≡[θ]n x whenever (x, y) ∈ θ.

Let G = FV(x, y) and define φ : F → G to be the unique homomorphism extending the map x 7→ x,
y 7→ y and z 7→ y. Let ψ : G → F be the unique homomorphism extending the map x 7→ x, y 7→ y. It is
the case that φ ◦ ψ = idG, so we are in the situation of Lemma 2.6. Let ρ = CgG(x, y). Then ψ>(ρ) = α,
so

φ([α]n) ⊆ [φ(α)]n

= [φψ>(ρ)]n

= [ρ]n.

Since x ≡[α]n e
F(x, y, z), this implies that

x = φ(x) ≡[ρ]n φ(eF(x, y, z)) = eG(x, y, y).

Thus we have eG(x, y, y) ≡[ρ]n x. Choose A ∈ V, elements a, b ∈ A and a congruence θ ∈ Con A

with (a, b) ∈ θ. We need to show that eA(a, b, b) ≡[θ]n a. From the way the commutator restricts to

subalgebras, it is clear that [CgB(a, b)]n ⊆ [θ]n for B = SgA({a, b}). Hence it will be sufficient for us to
prove eA(a, b, b) ≡[θ]n a. in the case where A is generated by a and b and θ = Cg(a, b). We reduce our
problem one step further. Let λ : G → A be the homomorphism determined by x 7→ a, y 7→ b and let γ
equal the kernel of λ. λ is surjective since A is generated by a and b and λ<(θ) = ρ ∨ γ. Hence, in order
to prove eA(a, b, b) ≡[θ]n a we need to verify only that eG(x, y, y) ≡[ρ∨γ]nγ

x. By the monotonicity of the

commutator (or by the trivial part of Lemma 2.5) we have:

〈eG(x, y, y), x)〉 ∈ [ρ]n ⊆ [ρ]nγ ≤ [ρ ∨ γ]nγ .

This proves that V |= d(x, y, y) = e(x, y, y) ≡[θ]n x whenever (x, y) ∈ θ. 2
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LEMMA 2.8 Assume that V has a difference term, A ∈ V and αi ∈ Con A for i ∈ I. Then

[
∨

i∈I
αi,

∨

i∈I
αi] =

∨

i,j∈I
[αi, αj ].

Proof: The inclusion [
∨
i∈I αi,

∨
i∈I αi] ≥ [αi, αj ] holds for all i and j by the monotonicity of the

commutator. Hence
[
∨

i∈I
αi,

∨

i∈I
αi] ≥

∨

i,j∈I
[αi, αj ]

holds. We shall argue that the reverse inclusion holds when V has a difference term. Since

[
∨

i∈I
αi,

∨

i∈I
αi] =

⋃

J ⊆ I
J finite

[
∨

i∈J
αi,

∨

i∈J
αi]

and
∨

i,j∈I
[αi, αj ] =

⋃

J ⊆ I
J finite


 ∨

i,j∈J
[αi, αj ]




it follows that we only need to prove the lemma in the case that I is finite. The lemma is trivial for |I| = 1,
so assume that I = {0, . . . , n− 1} for some n > 1 and that the lemma holds for |I| = ` for all ` < n.

Set δ =
∨
i,j∈I [αi, αj ]. Our goal will be to show that C(∨Iαi,∨Iαi; δ) holds for this will prove that

[∨Iαi,∨Iαi] ≤ δ. The assertion that C(∨Iαi,∨Iαi; δ) holds is equivalent to the assertion that, for each
k < n, C(αk,∨Iαi; δ) holds.

Claim.
∨
i<n αi = δ ◦ α0 ◦ · · · ◦ αn−1.

Proof of Claim: This is an obvious consequence of the facts:

(i) δ ◦ α0 ◦ · · · ◦ αn−1 ⊆
∨
i<n αi ⊆

⋃
`<ω(α0 ◦ · · · ◦ αn−1)`.

(ii) αi ◦ αj ⊆ [αi, αi] ◦ αj ◦ αi ⊆ δ ◦ αj ◦ αi.

(iii) αi ◦ δ = δ ◦ αi.

(iv) αi ◦ αi = αi.

((i) and (iv) follow from the fact ConA is a lattice of equivalence relations. (ii) and (iii) follow from
Lemma 2.7 (i)⇔ (ii). For example, to show (iii) one first argues that αi ◦ θ ⊆ δ ◦ αi where θ = [αr, αs] is
any joinand of δ. This proves αi ◦ δ ⊆ δ ◦ αi which is equivalent to (iii).)

The previous claim shows that

¬C(αk,∨i<nαi; δ)⇒ ¬C(αk, δ ◦ α0 ◦ · · · ◦ αn−1; δ).

But if S is any binary relation, then

¬C(α, δ ◦ S; δ)⇒ ¬C(α, S; δ).

(To see this, start with a failure of ¬C(α, δ ◦ S; δ): that is, p(x, ȳ) ∈ Polt+1A, (a, b) ∈ α and ui δ ◦ S vi
where

p(a, ū) δ p(a, v̄)
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but
p(b, ū) 6δ p(b, v̄).

Then choosing wi so that ui δ wi S vi we find that

p(a, w̄) S p(a, v̄)

but
p(b, w̄) 6S p(b, v̄).

Hence ¬C(α, δ ◦ S; δ)⇒ ¬C(α, S; δ) as promised.) We conclude that

¬C(αk,∨i<nαi; δ)⇒ ¬C(αk, δ ◦ α0 ◦ · · · ◦ αn−1; δ)⇒ ¬C(αk, α0 ◦ · · · ◦ αn−1; δ).

If we show that C(αk, α0 ◦ · · · ◦ αm−1; δ) holds, then C(αk,∨i<nαi; δ) will hold as a consequence.
Observe that from the previous claim we even have

∨
i<n αi = δ◦απ(0)◦· · ·◦απ(n−1) for any permutation

π of {0, . . . , n − 1}. Rearranging the order of the αis in this composition and renumbering, it is clear
that we may assume that αk = α0. Thus we need to derive a contradiction from the assumption that
C(α0, α0 ◦ · · · ◦αn−1; δ) fails and that n is the least natural number for which such a failure occurs. Choose
p(x, ȳ) ∈ Polt+1A, (a, b) ∈ α0 and (ui, vi) ∈ α0 ◦ · · · ◦ αn−1 such that

p(a, ū) δ p(a, v̄)

but
p(b, ū) 6δ p(b, v̄).

For ` = dn2 e, choose w̄ such that for each j it is the case that

uj α0 ◦ · · · ◦ α`−1 wj α` ◦ · · · ◦ αn−1 vj .

Since 1 < n we have that 0 < ` < n. Define p′(x, ȳ) = d(p(x, ȳ), p(x, w̄), p(b, w̄)) where d(x, y, z) is the
difference term for V. We have that

p′(a, w̄) = p(b, w̄) = p′(b, w̄),

so we can conclude that

p′(a, ū) [θ, α0] p′(b, ū) and p′(a, v̄) [θ′, α0] p′(b, v̄)

where θ =
∨`−1
i=0 αi and θ′ =

∨n−1
i=` αi.

Claim. [θ, α0] ≤ δ and [θ′, α0] ≤ δ.
Proof of Claim: Recall that n > 1. If n = 2, then θ = α0 and θ′ = α1. In these cases the claim

follows immediately from the definition of δ. Now assume that n > 2.

Subclaim. If n > 2, then {α0, . . . , α`−1} and {α0, α`, . . . , αn−1} are proper subsets of {α0, . . . , αn−1}.
Proof of Subclaim: Since ` < n we have that

αn−1 ∈ {α0, . . . , αn−1} − {α0, . . . , α`−1}.

Next, since ` = dn2 e > 1 we have

α1 ∈ {α0, . . . , αn−1} − {α0, α`, . . . , αn−1}.

12



The argument is complete.

Now we finish off the Claim. The set S = {α0, . . . , α`−1} has cardinality less than n, so by induction
we have

[
∨

γ∈S
γ,
∨

γ∈S
γ] =

∨

γ,γ′∈S
[γ, γ′].

By the monotonicity of the commutator, the left-hand side dominates [θ, α0] while the right-hand side is
dominated by δ. (In fact, each joinand on the right-hand side is a joinand in the definition of δ.) The
argument for [θ′, α0] ≤ δ is the same. This finishes the proof of the Claim.

From the last Claim and the remarks that precede the statement of the claim, we have

p′(a, ū) δ p′(b, ū) and p′(a, v̄) δ p′(b, v̄).

If f(x) = d(x, p(a, w̄), p(b, w̄)), then

p′(a, ū) = f(p(a, ū)) δ f(p(a, v̄)) = p′(a, v̄)

since f is a polynomial of A and (p(a, ū), p(a, v̄)) ∈ δ. From this we obtain that

p′(b, ū) δ p′(a, ū) δ p′(a, v̄) δ p′(b, v̄).

Since p(b, ū) 6 δ p(b, v̄) it follows that either p(b, ū) 6 δ p′(b, ū) or else p(b, ū) 6 δ p′(b, ū) (or perhaps both).
In fact, we will show this is not the case and this contradiction will conclude the proof. Both cases are
similar, so we shall only describe the contradiction obtained in the case where p(b, ū) 6δ p ′(b, ū).

Recall that p′(b, ū) = d(p(b, ū), p(b, w̄), p(b, w̄)). If we let c = p(b, ū) and e = p(b, w̄), then we have
reduced to the case where c 6δ d(c, e, e). But (c, e) = (p(b, ū), p(b, w̄)) ∈ ∨i<` αi. Since ` < n, our induction
hypothesis implies that

[Cg(c, e),Cg(c, e)] ≤ [
∨
i<` αi,

∨
i<` αi]

=
∨
i,j<`[αi, αj ]

≤ δ.
Since d is a difference term, we must have c [Cg(c, e),Cg(c, e)] d(c, e, e) and so c δ d(c, e, e). This is the
contradiction we sought. 2

Generalizing previous notation, we let A ×α A ×α A denotes the subalgebra of A3 whose universe
consists of those triples (a, b, c) ∈ A3 where a ≡α b ≡α c.

LEMMA 2.9 Assume that V has a difference term d, that A ∈ V and α ∈ Con A. Then [α, α] = 0 iff

(i) d(b, b, a) = d(a, b, b) = a for all (a, b) ∈ α and

(ii) d : A×α A×α A→ A is a homomorphism.

Proof: This theorem is proved for congruence modular varieties in [1] (Theorem 5.7). All dependence
on congruence modularity can be removed from their argument. Freese and McKenzie show (without using
congruence modularity) that properties (i) and (ii) of this theorem allow them to define a congruence ∆ ′

on A×α A which contains
{〈(x, x), (y, y)〉 | (x, y) ∈ α}

and which has the property that the diagonal of A×αA is a union of ∆′-classes. This is sufficient to prove
that [α, α] = 0. Part of the other direction of their argument really requires congruence modularity, so we
modify the argument here.
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Since d is a difference term and [α, α] = 0, we have that d(b, b, a) = d(a, b, b) = a whenever (a, b) ∈ α,
so (i) holds. Now suppose that x α y α z. Then 〈(x, x), (y, y)〉 ∈ ∆α,α, so

(d(x, y, z), x) = d((x, x), (y, x), (z, x)) ∆α,α d((y, y), (y, x), (z, x)) = (z, y).

If f(x̄) is a basic n-ary operation of A and xi α yi α zi, i < n, then f(x̄) α f(ȳ) α f(z̄). We have from this
that

(d(f(x̄), f(ȳ), f(z̄)), f(x̄)) ∆α,α (f(z̄), f(ȳ))

and, for each i,
(d(xi, yi, zi), xi) ∆α,α (zi, yi).

Applying f coordinatewise to these latter pairs and using that ∆α,α is a congruence, we get

(f(d(x0, y0, z0), . . . , d(xn−1, yn−1, zn−1)), f(x̄)) ∆α,α (f(z̄), f(ȳ)).

We conclude that

(r, t) := (d(f(x̄), f(ȳ), f(z̄)), f(x̄)) ∆α,α (f(d(x0, y0, z0), . . . , d(xn−1, yn−1, zn−1)), f(x̄)) =: (s, t).

The elements r, s and t defined in this way belong to the same α-class, so

(r, s) = d((r, t), (s, t), (s, s)) ∆α,α d((s, t), (s, t), (s, s)) = (s, s).

But the fact that [α, α] = 0 means that the diagonal of A ×α A is a union of ∆α,α-classes. Since
(r, s) ∆α,α (s, s) we must have r = s or d(f(x̄), f(ȳ), f(z̄)) = f(d(x0, y0, z0), . . . , d(xn−1, yn−1, zn−1)).
This holds for every basic operation f , so d is a homomorphism. 2

The next theorem summarizes the basic commutator properties that hold for a variety with a difference
term.

THEOREM 2.10 Let V be a variety with a difference term. Then the following properties of the com-
mutator hold in V.

I. (HSP Properties) Assume A,B,A0,A1 ∈ V. The following hold.

(H) If φ1 : A→ B is surjective and α, β ∈ Con A, ρ, σ ∈ Con B, then

φ([α, β]) ⊆ [φ(α), φ(β)] and φ<[ρ, σ] = [φ<(ρ), φ<(σ)] ∨ φ<(0B).

If there is a ψ : B→ A such that φ ◦ ψ = idB, then

ψ<[ψ>(ρ), ψ>(σ)] = [ρ, σ].

(S) If B ≤ A and α, β ∈ Con A, then

[α|B, β|B] ≤ [α, β]|B.

(P) If αi, βi ∈ Con Ai, then in A0 ×A1 we have

[α0 × α1, β0 × β1] = [α0, β0]× [α1, β1].

II. (Order-Theoretic Properties) For congruences on A ∈ V the following hold.

14



(i) If α ≤ α′ and β ≤ β′, then [α, β] ≤ [α′, β′].

(ii) [α, β] ≤ α ∧ β.

(iii) [α, β] = [β, α].

(iv) If [αi, β] = γ for i ∈ I, then [
∨
i∈I αi, β] = γ.

(v) [α ∨ γ]n ≤ [α]n ∨ γ for any n.

(vi) [
∨
i∈I αi,

∨
i∈I αi] =

∨
i,j∈I [αi, αj ].

III. (Abelian Congruences)

(a) Abelian algebras in V are affine.

(b) [α, α] = 0 in A iff d(y, y, x) = d(x, y, y) = x for all (x, y) ∈ α and d : A ×α A ×α A → A is a
homomorphism.

Proof: All of these properties are either (i) true of the commutator in any variety (and well-known),
(ii) proved for modular varieties in [1] or [3] using only the fact that V has a difference term or (iii) proved
in Lemmas 2.2–2.9 above. 2

Of the standard properties of the modular commutator, the only property that is weakened when we
relax the assumption “V is congruence modular” to “V has a difference term” is the additivity of the
commutator. Instead of complete additivity, we only have complete ∨-semidistributivity. It is not hard
to prove that congruence modularity is equivalent to the existence of a difference term together with
the additivity of the commutator. Properties II (iv) − (vi) of Theorem 2.10 are a partial substitute for
additivity. (Incidentally, properties II (v) and II (vi) have a valid natural common generalization that is
trivial to prove but non-trivial to write down. The case n = 2 may be expressed as

[[
∨

i∈I
αi,

∨

i∈I
αi], [

∨

i∈I
αi,

∨

i∈I
αi]] =

∨

i,j,k,l∈I
[[αi, αj ], [αk, αl]].

For higher n the property is that [
∨
i∈I αi]

n may be expanded “as if the commutator was completely
additive.”)

3 Varieties with a Difference term

In this section our first goal is to give a useful characterization of those varieties with a difference term.
This is done in Theorem 3.3. We then specialize to locally finite varieties and prove Theorem 1.1. First we
show that some results on solvability in locally finite varieties extend to arbitrary varieties with a difference
term.

Definition 3.1 If α and β are congruences on A, then we write α
s∼ β and say that α and β are solvably

related if for some n it is the case that [α ∨ β]n ≤ α ∧ β.

It is not obvious at first glance, but for varieties with a difference term our definition of “solvably
related” means that α

s∼ β iff (α ∨ β)/(α ∧ β) is a solvable congruence of A/(α ∧ β). To explain why this
is true, we first set θ = α ∨ β and δ = α ∧ β. It is clear from the definition that α

s∼ β is equivalent to
α ∧ β s∼ α ∨ β, so we only need to show that when δ ≤ θ we have δ

s∼ θ iff θ/δ is a solvable congruence
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of A/δ. That is, we must show that [θ]n ≤ δ for some n is equivalent to [θ]mδ = δ for some m. Since
[θ]n ≤ [θ]nδ for all n, we certainly get that [θ]nδ = δ implies [θ]n ≤ δ. The reverse implication follows from
the fact that when δ ≤ θ, then [θ]nδ = [θ]n∨ δ for all n. (This can be proved by a straightforward induction
on n using Lemmas 2.4 and 2.5.)

LEMMA 3.2 Assume that V has a difference term and A ∈ V. Then

(i)
s∼ is a congruence on ConA.

(ii) If δ ≤ α, β, then α
s∼ β iff α/δ

s∼ β/δ in ConA/δ.

(iii)
s∼-classes are convex sublattices of permuting congruences.

(iv) ConA/
s∼ is meet-semidistributive.

Proof: For (i) the definition of
s∼ shows that it is a reflexive, symmetric relation on ConA. To prove

transitivity we must show that if [α ∨ β]j ≤ α ∧ β and [β ∨ γ]k ≤ β ∧ γ, then for some l it is the case that

[α ∨ γ]l ≤ α ∧ γ.

First note that
[α]j ≤ [α ∨ β]j ≤ α ∧ β ≤ β

and
[β]k ≤ [β ∨ γ]k ≤ β ∧ γ ≤ γ.

Together these two lines imply that [α]jk ≤ γ. We trivially have [α]jk ≤ α, so

[α]jk ≤ α ∧ γ.

Similarly, [γ]jk ≤ α ∧ γ. But now, using the common generalization of Theorem 2.10 II (v) and II (iv)
which we described after the statement of Theorem 2.10, it is easy to see that

[α ∨ γ]2n ≤ [α]n ∨ [γ]n.

Thus, for us,
[α ∨ γ]2jk ≤ [α]jk ∨ [γ]jk

≤ α ∧ γ.
To show that

s∼ is compatible with ∨ we must show that if α
s∼ β, then α ∨ γ s∼ β ∨ γ for any γ. The

former condition means that [α ∨ β]j ≤ α ∧ β for some j while latter is established by showing that

[α ∨ β ∨ γ]k ≤ (α ∨ γ) ∧ (β ∨ γ)

for some k. Using the idea of the previous paragraph twice we have

[(α ∨ β) ∨ γ]4n ≤ [α ∨ β]2n ∨ [γ]2n

≤ [α]n ∨ [β]n ∨ [γ]n.

Hence we can finish this part of the argument by showing that each of [α]n, [β]n and [γ]n is less than or
equal to (α ∨ γ) ∧ (β ∨ γ) for sufficiently large n. Note that

[α]j ≤ [α ∨ β]j

≤ α ∧ β
≤ (α ∨ γ) ∧ (β ∨ γ).
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Similarly, [β]j ≤ (α ∨ γ) ∧ (β ∨ γ). Finally,

[γ]m ≤ γ ≤ (α ∨ γ) ∧ (β ∨ γ)

for all m. We get that
[α ∨ β ∨ γ]4j ≤ (α ∨ γ) ∧ (β ∨ γ)

as desired.
To show that

s∼ is compatible with ∧, assume that α
s∼ β which means that [α ∨ β]j ≤ α ∧ β for some

j. Then for any γ we clearly have
[(α ∧ γ) ∨ (β ∧ γ)]j ≤ γ

and
[(α ∧ γ) ∨ (β ∧ γ)]j ≤ [α ∨ β]j ≤ α ∧ β,

so [(α ∧ γ) ∨ (β ∧ γ)]j ≤ α ∧ β ∧ γ. This finishes the proof that
s∼ is a congruence.

Next we prove (ii). From the remarks following Definition 3.1, α
s∼ β iff (α ∨ β)/(α ∧ β) is solvable

in A/(α ∧ β) and similarly α/δ
s∼ β/δ iff ((α ∨ β)/δ)/((α ∧ β)/δ) is solvable in (A/δ)/(α ∧ β)/δ. The

equivalence of α
s∼ β and α/δ

s∼ β/δ now follows from the Second Isomorphism Theorem.
For (iii), note that since

s∼ is a lattice congruence, its classes are convex sublattices. We must show
that if α

s∼ β, then α ◦ β = β ◦ α. Choose n such that [α ∨ β]n ≤ α ∧ β. Then [α]n ≤ β, so Lemma 2.7
(i)⇔ (iii) insures that α ◦ β ⊆ β ◦ α. The opposite inclusion follows similarly, so α and β permute.

Finally we show that ConA/
s∼ is meet-semidistributive. We assume otherwise and argue to a contra-

diction. The claim that ConA is not meet-semidistributive is equivalent to the assertion that there exist
α, β, γ ∈ Con A such that

α ∧ β s∼ α ∧ γ but α ∧ β 6s∼ α ∧ (β ∨ γ).

Let

(i) α′ = α ∧ (β ∨ γ),

(ii) β′ = β ∨ (α ∧ γ) and

(iii) γ′ = γ ∨ (α ∧ β).

Claim. α′ ∧ β′ = α′ ∧ γ′, but α′ ∧ (β′ ∨ γ′) = α′ 6s∼ α′ ∧ β′.
Proof of Claim: First, β ′ = β ∨ (α ∧ γ)

s∼ β ∨ (α ∧ β) = β and similarly γ ′ s∼ γ. Define θ = α′ ∧ β′
and note that θ = α′ ∧ β′ = α∧ β′ s∼ α∧ β. Define δ = (α∧ β)∨ (α∧ γ) and note that α∧ β ≤ δ ≤ θ ≤ α.
In particular, θ

s∼ δ s∼ α ∧ β. Using Lemma 2.7 and the fact that [δ]n ≤ α ∧ β for some n we have

δ ◦ β ⊆ [δ]n ◦ β ◦ δ ⊆ β ◦ δ.

Hence β ∨ δ = β ◦ δ. But β ∨ δ = β ′ ≥ θ ≥ δ. If there exists a pair (a, b) ∈ θ − δ, then (a, b) ∈ β ◦ δ − δ.
For such a pair there is a c ∈ A such that a β c δ b. Since (a, b) ∈ θ we get c δ b θ a. Hence (a, c) ∈ β ∧ θ
= α′ ∧ β = α ∧ β ≤ δ. This proves that a δ c δ b which contradicts our choice of (a, b) 6∈ δ. We conclude
that θ = δ. Referring back to the definition of δ and θ, this tells us that

α′ ∧ β′ = (α ∧ β) ∨ (α ∧ γ).

A symmetric argument with γ ′ in place of β ′ shows that

α′ ∧ γ′ = (α ∧ β) ∨ (α ∧ γ).
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Hence α′ ∧ β′ = α′ ∧ γ′ as we claimed.
For the second part of the Claim we observe that β ′ ∨ γ′ = β ∨ γ, so α′ ∧ (β′ ∨ γ′) = α′. From this and

our hypothesis that α ∧ β 6s∼ α ∧ (β ∨ γ) = α′ we get that

α′ ∧ (β′ ∨ γ′) = α′ 6s∼ α ∧ β s∼ α′ ∧ β′.

(The fact used here that α′ ∧ β′ = α ∧ β′ s∼ α ∧ β follows immediately from the definitions for α′ and β′.)
This finishes the proof of the Claim.

To continue with the proof of the lemma, let λ = α′∧β′. From the claim we have α′∧β′ = λ = α′∧γ′.
Hence C(β ′, α′;λ) and C(γ ′, α′;λ) hold. Thus C(β ′ ∨ γ′, α′;λ) holds too. Since β ′ ∨ γ′ = β ∨ γ ≥ α′, we
have C(α′, α′;λ), so [α′, α′] ≤ λ = α′ ∧ β′ ≤ α′. This implies α′ s∼ α′ ∧ β′ which is contrary to the previous
Claim. The only unjustified assumption that we have made is that ConA/

s∼ is not meet-semidistributive,
so this possibility must be discarded. This proves (iv) and concludes the proof of the lemma. 2

We will refer to the fact that
s∼ satisfies Lemma 3.2 (ii) by saying that

s∼ is preserved by homo-
morphisms.

If A has congruences δ, θ and γ such that δ < θ, δ ∨ γ ≥ θ and θ ∧ γ ≤ δ, then {δ, θ, γ} generates
a sublattice of ConA isomorphic to the five element non-modular lattice, N5. In such a sublattice it
is common to call the interval I[δ, θ] the critical interval. We will call I[δ, θ] a neutral interval of a
congruence lattice if [α, β]δ = α ∧ β holds whenever α, β ∈ I[δ, θ]. This is equivalent to asserting that
[α, α]δ = α for all α ∈ I[δ, θ], clearly. It is also equivalent to the assertion that C(θ ′, θ′; δ′) fails whenever
δ ≤ δ′ < θ′ ≤ θ. In particular, if I[δ, θ] is neutral and α, β ∈ I[δ, θ] are solvably related congruences, then
α = β.

THEOREM 3.3 If V is a variety, then the following conditions are equivalent.

(a) V has a difference term.

(b) For each A ∈ V the relation
s∼ is a congruence on ConA which is preserved by homomorphisms.

Furthermore, whenever N5 is a sublattice of ConA, then the critical interval is neutral.

(c) For some n V has terms m0(x, y, z, u), . . . ,m3n(x, y, z, u) for which the following equations and rela-
tion hold.

(i) m0(x, y, z, u) = x, m3n(x, y, z, u) = u,

(ii) mi(x, y, y, x) = x for all i,

(iii) m3i(x, x, y, y) = m3i+1(x, x, y, y),

(iv) m3i+1(x, y, y, u) = m3i+2(x, y, y, u),

(v) m3i+2(x, y, z, u) [α, α] m3i+3(x, y, z, u) for any congruence α with (x, u) ∈ α.

Proof: If (a) holds, then we have just finished showing that
s∼ is a congruence which is preserved by

homomorphisms. To show that the remainder of condition (b) holds, assume that A ∈ V and that A has
congruences δ, θ and γ such that δ < θ, δ ∨ γ ≥ θ and θ ∧ γ ≤ δ. We must show that the interval I[δ, θ],
which is the critical interval of the N5 generated by {δ, θ, γ}, is neutral. If instead one can find congruences
δ′, θ′ such that δ ≤ δ′ < θ′ ≤ θ such that C(θ′, θ′; δ′) holds, then {δ′, θ′, γ} generate a copy of N5 and now
we have [θ′, θ′] ≤ δ′. Changing notation back, we see that it is enough for us to prove from (a) that ConA
has no copy of N5 with critical interval I[δ, θ] where [θ, θ] ≤ δ.
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In order to obtain a contradiction, we assume that γ ∨ δ ≥ θ, γ ∧ θ ≤ δ and [θ, θ] ≤ δ < θ. As is usual,
we will write α ◦n β to denote the n-fold composition of the congruences α and β beginning with α. That
is,

α ◦n β = α ◦ β ◦ α ◦ · · · .︸ ︷︷ ︸
n− 1 occurrences of ◦

Since δ < θ ≤ γ ∨ δ, it follows that for some n the set θ ∩ (γ ◦n δ) properly contains δ. For the rest of this
proof we fix n to be the least value for which this is true. This value of n must be odd, for otherwise we
obtain that θ ∩ (γ ◦n−1 δ) = δ while there is some (a, b) ∈ θ∩ ((γ ◦n−1 δ) ◦ δ)− δ. But for this (a, b) we can
find a c ∈ A such that

a (γ ◦n−1 δ) c δ b

and for this c we have c δ b θ a. Therefore (a, c) ∈ θ ∩ (γ ◦n−1 δ) = δ. This gives us that a δ c δ b which is
false since, by our choice, we have (a, b) 6∈ δ.

Since n is odd, the composition γ◦nδ begins and ends with γ. As before, for a given (a, b) ∈ θ∩(γ◦nδ)−δ
we can find a c ∈ A such that

a (γ ◦n−1 δ) c γ b.

For this c we have
a = d(c, c, a) ψ∪ d(b, a, a) [θ, θ] b.

Here ψ := γ ◦n−1 δ and ψ∪ is the converse of ψ. Our claim that (d(c, c, a), d(b, a, a)) ∈ ψ∪ comes from the
fact that ψ∪ is a subalgebra of A×A which contains (c, a) (by the choice of c) and (c, b) and (a, a) (since
in fact γ ⊆ ψ∪).

We arranged things so that [θ, θ] ≤ δ and so that (a, b) ∈ θ. For e := d(b, a, a) our last displayed
equation implies that a = ψ∪ e δ b θ a and so

(e, a) ∈ θ ∩ ψ = δ.

But this forces a δ e δ b which contradicts (a, b) 6∈ δ. This contradiction shows that it is impossible to have
[θ, θ] ≤ δ when I[δ, θ] is the critical interval in an N5. The proof that (a)⇒ (b) is complete.

Next we assume that (b) holds and prove (c). Our argument will by a modification of Alan Day’s
argument which associates a Mal’cev condition to congruence modularity. Let F = FV(x, y, z, u) and
define congruences

γ := CgF({(x, y), (z, u)}),

θ := CgF({(x, u), (y, z)}),

α := CgF(x, u),

β := CgF(y, z), and

χ := γ ∧ θ.

Let δ = β ∨ χ (≤ θ). Since γ ∧ θ ≤ δ and γ ∨ δ = γ ∨ θ ≥ θ it follows that δ = θ or I[δ, θ] is the critical
interval of a copy of N5 generated by {δ, θ, γ}. Now θ = β ∨α so, since β ≤ δ ≤ θ, we must have θ = δ∨α.
From this we get

δ ≤ δ ∨ [α, α]
s∼ δ ∨ α = θ.

The interval I[(δ ∨ [α, α]), θ] either has one element or it is a solvable subinterval of the critical interval
I[δ, θ]. But critical intervals of N5s have no solvable subintervals by condition (b) of the theorem. We
conclude that δ ∨ [α, α] = θ. Since δ = β ∨ χ, we may rewrite this as

χ ∨ β ∨ [α, α] = θ.
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θ is the congruence generated by (x, u) and β, so we may rewrite the previous displayed equality as the
following equivalent statement:

(x, u) ∈ χ ∨ β ∨ [α, α].

Better yet, we write: (x, u) ∈ (χ◦β◦[α, α])n for some n. This yields the existence of elements m0, . . . ,m3n ∈
F such that

(1) m0 = x, m3n = u,

(2) mi θ x for all i,

(3) m3i χ m3i+1,

(4) m3i+1 β m3i+2,

(5) m3i+2 [α, α] m3i+3.

For each i let mi(x, y, z, u) denote a term representing the element mi. The usual arguments for Mal’cev
conditions based on the universal mapping property of F apply to show that conditions (1)−(4) imply that
the terms chosen satisfy the equations listed as (i) − (iv) of the theorem. Admittedly, it is not common
to consider conditions like (5). But we showed in the proof of Lemma 2.7 why conditions like (5) imply
corresponding conditions like (v) throughout the variety. The same type of argument works here. This
explains why (b) implies (c) in the theorem.

Our proof that (c) implies (a) is a modification of Christian Herrmann’s construction of a difference
term from the Day terms associated with a congruence modular variety. Define q0(x, y, z) = z and

q2i+1(x, y, z) = m3i+1(q2i(x, y, z), x, y, q2i(x, y, z))
q2i(x, y, z) = m3i+3(q2i+1(x, y, z), y, x, q2i+1(x, y, z))

and d(x, y, z) = q2n(x, y, z). By equation (ii) from condition (c) we have

q2i+1(x, x, y) = m3i+1(q2i(x, x, y), x, x, q2i(x, x, y)) = q2i(x, x, y)

and
q2i+2(x, x, y) = m3i+3(q2i+1(x, x, y), x, x, q2i+1(x, x, y)) = q2i+1(x, x, y).

Since q0(x, x, y) = y we get by induction that qj(x, x, y) = y for all j. Hence d(x, x, y) = y. We now need
to verify that in any algebra A ∈ V we have d(x, y, y) [λ, λ] x whenever λ is a congruence on A which
contains (x, y). It will suffice to prove inductively that

q2i(x, y, y) [λ, λ] m3i(y, y, x, x)

and
q2i+1(x, y, y) [λ, λ] m3i+1(y, y, y, x).

(For then d(x, y, y) [λ, λ] m3n(y, y, x, x) = x.)
Certainly q0(x, y, y) = y = m0(y, y, x, x). From equations (c)(ii) and (c)(iii) we have

m3i+1(m3i(y, y, x, x), x, x,m3i(y, y, x, x)) = m3i(y, y, x, x)
= m3i+1(y, y, x, x)
= m3i+1(m3i(y, y, y, y), y, x,m3i(x, x, x, x)).

Changing the x to y we obtain

m3i+1(m3i(y, y, x, x), x, y,m3i(y, y, x, x)) [Cg(x, y),Cg(x, y)] m3i+1(m3i(y, y, y, y), y, y,m3i(x, x, x, x))
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and the latter operation simplifies to m3i+1(y, y, y, x). From q2i(x, y, y) [λ, λ] m3i(y, y, x, x) we deduce

q2i+1(x, y, y) = m3i+1(q2i(x, y, y), x, y, q2i(x, y, y))
[λ, λ] m3i+1(m3i(y, y, x, x), x, x,m3i(y, y, x, x))
[Cg(x, y),Cg(x, y)] m3i+1(m3i(y, y, y, y), y, y,m3i(x, x, x, x))
= m3i+1(y, y, y, x).

Thus q2i+1(x, y, y) [λ, λ] m3i+1(y, y, y, x) follows from q2i(x, y, y) [λ, λ] m3i(y, y, x, x).
From (c)(ii) and (c)(iv) we have

m3i+2(m3i+1(y, y, y, x), y, y,m3i+1(y, y, y, x)) = m3i+1(y, y, y, x)
= m3i+2(y, y, y, x)
= m3i+2(m3i+1(y, y, y, y), y, y,m3i+1(x, x, x, x)).

Changing the y to x we obtain

m3i+2(m3i+1(y, y, y, x), y, x,m3i+1(y, y, y, x)) [Cg(x, y),Cg(x, y)] m3i+2(m3i+1(y, y, y, y), y, x,m3i+1(x, x, x, x)).

Using (c)(v) twice we get

m3i+3(m3i+1(y, y, y, x), y, x,m3i+1(y, y, y, x))
[Cg(x, y),Cg(x, y)] m3i+2(m3i+1(y, y, y, x), y, x,m3i+1(y, y, y, x))
[Cg(x, y),Cg(x, y)] m3i+2(m3i+1(y, y, y, y), y, x,m3i+1(x, x, x, x))
= m3i+2(y, y, x, x)
[Cg(x, y),Cg(x, y)] m3i+3(y, y, x, x).

From q2i+1(x, y, y) [λ, λ] m3i+1(y, y, y, x) we deduce

q2i+2(x, y, y) = m3i+3(q2i+1(x, y, y), y, x, q2i+1(x, y, y))
[λ, λ] m3i+3(m3i+1(y, y, y, x), y, x,m3i+1(y, y, y, x))
[Cg(x, y),Cg(x, y)] m3i+3(y, y, x, x).

We get that q2i+2(x, y, y) [λ, λ] m3i+3(y, y, y, x) follows from q2i(x, y, y) [λ, λ] m3i(y, y, x, x). These calcu-
lations hold in any member of V if λ is a congruence containing (x, y). This completes the proof. 2

As promised in the introduction, we now show that in a variety with a difference term the congruence
intervals defined by failures of the modular law must be neutral.

COROLLARY 3.4 If V has a difference term, then for each A ∈ V and any congruences α, β and γ on
A with α ≥ γ it is the case that the interval I = I[(α ∧ β) ∨ γ, α ∧ (β ∨ γ)] is neutral.

Proof: Assume that V has a difference term. If I has only one element, then it is trivially a neutral
interval. Otherwise,

δ = (α ∧ β) ∨ γ < α ∧ (β ∨ γ) = θ

and in this case {δ, θ, β} generates a copy of N5 which has critical interval I. By Theorem 3.3, this interval
is neutral. 2

Before restricting our attention to locally finite varieties, let us consider one side issue that is a conse-
quence of Theorem 3.3.
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Definition 3.5 If α and β are congruences on A, then we write α
n∼ β and say that α and β are neutrally

related if for some n it is the case that the interval I[α ∧ β, α ∨ β] is neutral.

LEMMA 3.6 Assume that V has a difference term and A ∈ V. Then

(i)
n∼ is a congruence on ConA.

(ii) If δ ≤ α, β, then α
n∼ β iff α/δ

n∼ β/δ in ConA/δ.

(iii)
n∼-classes are convex, meet-semidistributive sublattices.

(iv) ConA/
n∼ is modular.

Hence ConA is a subdirect product of of a modular lattice and a meet-semidistributive lattice.

Proof: We leave the proofs of (i) and (iv) to the reader. It is an elementary exercise in lattice theory
to prove the following extension of (i) + (iv): Assume that L is a lattice and that σ is a congruence on L.
Assume that no sublattice of L which is isomorphic to N5 has critical interval I[δ, θ] such that (δ, θ) ∈ σ.
Then define ρ by (a, b) ∈ ρ iff (a, b) ∈ L2 and σ restricts trivially to I[a ∧ b, a ∨ b]. ρ is a congruence of L
and L/ρ is modular. Of course, (i) and (iv) follow from this using σ =

s∼.
For (ii), we observe that α 6 n∼ β iff there exist µ and ν such that α∧β ≤ µ < ν ≤ α∨β with C(ν, ν;µ).

This is equivalent to saying that (α/δ ∧ β/δ) ≤ µ/δ < ν/δ ≤ (α/δ ∨ β/δ) and that C(ν/δ, ν/δ;µ/δ) holds
in A/δ. Therefore, it is equivalent to α/δ 6 n∼ β/δ.

(iii) holds for any neutral interval in a congruence lattice because the commutator is semidistributive
over join in its left variable.

The final remark of the lemma is a consequence of the obvious fact that
s∼ ∩ n∼ = 0. This completes

the proof of the lemma. 2

In the previous lemma if ConA has a maximal chain of finite length, then (0, 1) ∈ s∼ ∨ n∼ since α
s∼ β

or α
n∼ β whenever α is covered by β. In this case

s∼ and
n∼ are complementary congruences on ConA.

We now focus on locally finite varieties in order to answer Lipparini’s question. An advantage that we
have in the locally finite setting is that

s∼ is a congruence on ConA that is preserved by homomorphisms
whenever A is finite (see Chapter 7 of [6]).

COROLLARY 3.7 A locally finite variety V has a difference term iff whenever A ∈ Vfin has congruences
which generate a copy of N5 with critical interval I[δ, θ], then typ{δ, θ} ⊆ {3 ,4 ,5 }.

Proof: In Theorem 3.3 our arguments for the equivalence of (a) − (c) remain valid if we restrict our
attention to the 4-generated algebras of V. As we mentioned before the statement of the corollary, for any
finite algebra

s∼ is a congruence which is preserved by homomorphisms. Therefore, a locally finite variety
has a difference term iff whenever A ∈ Vfin has congruences which generate a copy of N5 with critical
interval I[δ, θ], then I[δ, θ] is neutral. Basic tame congruence theory tells that I[δ, θ] is neutral exactly
when typ{δ, θ} ⊆ {3 ,4 ,5 }. 2

We leave it to the reader to show how to derive the converse of Corollary 3.4 for locally finite varieties
using Corollary 3.7.
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THEOREM 3.8 Assume that V is a variety with a difference term and that A ∈ V is finite. Then

(i) 1 6∈ typ{A} and

(ii) all type 2 minimal sets of A have empty tail.

Proof: Any difference term for V is Mal’cev on the blocks of any abelian congruence on any algebra
in V. This is enough to force 1 6∈ typ{A} for any A ∈ V.

To prove that condition (ii) holds for any A ∈ V it will suffice to prove that for all A ∈ V and all
〈0, α〉-minimal sets U , where typ(0, α) = 2 , it is the case that U has empty tail. The ideas in this proof
are not new. Everything we use comes from Lemmas 4.20 and 4.25 of [6] except that we use some facts
from [9] to shorten the argument.

Choose e ∈ E(A) such that e(A) = U . Let p(x, y, z) = ed(x, y, z) where d(x, y, z) is the difference term
for V. Let N ⊆ U be a 〈0, α〉-trace. d(x, y, z) is Mal’cev on any α-class, hence on N , so (I) p(x, y, y) =
ed(x, y, y) = x on N . We also have (II) p(x, x, y) = y on U since d is a difference term. We shall argue
that (I) and (II) are incompatible with the assumption that U has nonempty tail.

Define v(x, y) = p(x, y, y) and iterate v(x, y) k times in its first variable for some k > 1 chosen so that

vk(x, y) := v(v(· · · v(v(x, y), y), · · ·), y)

satisfies vk(vk(x, y), y) = vk(x, y). Let B be the body of U . Observe that B is closed under vk(x, y),
since vk(x, x) = x on U and B is a congruence class of the algebra A|U . If n ∈ N , then v(x, n) = x
on N , so vk(x, n) = x on N . The polynomial vk(x, n) is therefore an idempotent permutation of U and
so vk(x, n) = x on U . If b is any other element of B, then the polynomial vk(x, b) of A|B has the same
range as vk(x, n) since A|B is a coherent nilpotent algebra. (For more detail: A|B is nilpotent by Theorem
4.31 and Lemma 4.36 of [6]. A|B omits type 1 since it has a Mal’cev polynomial. Any algebra which
omits type 1 is coherent. It is shown in [9] that a coherent algebra C is nilpotent iff for all a, b ∈ C and
all e(x, y) ∈ Pol2C satisfying e(e(x, y), y) = e(x, y) it is the case that e(x, a) and e(x, b) have ranges of
the same cardinality. Since vk(x, n) is a permutation of B, so is vk(x, b).) Both vk(x, n) and vk(x, b) are
idempotent permutations of U , so vk(x, b) = x for all b ∈ B.

For p′(x, y, z) = vk−1(p(x, y, z), z) we have p′(x, y, y) = vk(x, y). If b ∈ B, then p′(x, b, b) = x on U by
the final conclusion of the previous paragraph. Furthermore p′(x, x, y) = vk−1(p(x, x, y), y) = vk−1(y, y) =
y for all x, y ∈ U . Now we assume that the tail of U is nonempty and we choose t ∈ U − B. Define h(x)
= p′(x, p′(t, p′(t, x, n), n), n). If m ∈ N , then

p′(t,m, n) ≡α p′(t, n, n) = t.

But the α|U -class of t is just {t} since t ∈ U −B. Hence p′(t,m, n) = t for all m ∈ N and we deduce that

h(m) = p′(m, p′(t, t, n), n) = p′(m,n, n) = m.

Since h(m) = m on N , h is a permutation of U . But

h(t) = p′(t, p′(t, p′(t, t, n), n), n)
= p′(t, p′(t, n, n), n)
= p′(t, t, n)
= n = h(n).

This is a contradiction since h is a permutation of U , n ∈ N ⊆ B and t ∈ U −B. 2
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THEOREM 3.9 Let V be a variety such that FV(2) is finite. Then V has a difference term iff for any
finite A ∈ V it is the case that

(i) 1 6∈ typ{A} and

(ii) all type 2 minimal sets of A have empty tail.

Proof: As mentioned in the introduction, it suffices to prove the theorem for locally finite varieties
only. If V has a difference term, then (i) and (ii) must hold by Theorem 3.8.

Conversely, by Corollary 3.7, we must show that if (i) and (ii) hold then whenever A ∈ Vfin has
congruences which generate a copy of N5 with critical interval I[δ, θ], then typ{δ, θ} ⊆ {3 ,4 ,5 }. In order
to prove that the critical interval of any N5 contains only types from {3 ,4 ,5 } it will suffice to prove
that no type 2 label occurs in a critical interval. Assume otherwise that some finite algebra A ∈ V has
congruences δ ≤ α ≺ β ≤ θ, δ ∨ γ ≥ θ and θ ∧ γ ≤ δ and that typ(α, β) = 2 . Choose U ∈ MA(α, β). The
restriction map is a lattice homomorphism from ConA to ConA|U and δ|U ≤ α|U < β|U ≤ θ|U . It follows
that {δ|U , θ|U , γ|U} generate a copy of N5 in the congruence lattice of A|U . But U has empty tail by (ii)
of the theorem. In this case A|U has a Mal’cev polynomial (by Theorem 4.31 of [6]) and so ConA|U is
modular. It is impossible for ConA|U to contain a sublattice isomorphic to N5. We conclude that there
is no type 2 quotient in the critical interval of any copy of N5 in ConA. 2

We record the following application. It has as a consequence that almost all of modular comutator
theory holds for locally finite congruence semimodular varieties which omit type 1 .

THEOREM 3.10 The following conditions are equivalent for any congruence semimodular variety for
which FV(2) is finite.

(i) V omits type 1 .

(ii) V has a weak difference term.

(iii) V has a difference term.

Proof: It suffices to prove the equivalence for the locally finite variety HSP(FV(2)). Theorem 7.12 of
[6] proves the equivalence of (i) and (ii) for any locally finite variety. (iii) certainly implies (ii). To prove
that (i) implies (iii) we will use Theorem 3.3 of this paper and Theorem 3.4 of [7]. The latter theorem
proves that, in a locally finite congruence semimodular variety, the critical interval of any N5 occurring in
the congruence lattice of a finite member of V has only type 1 and 5 labels. But condition (i) tells us that
V omits type 1 . We conclude that the critical interval of any N5 has only type 5 labels. For any finite
algebra

s∼ is a congruence preserved by homomorphisms, so Theorem 3.3 (a)⇔ (b) shows that (iii) holds.
2

We close with a few remarks about weak difference terms. Several results in this paper hold for varieties
that only have a weak difference term, but usually the necessary argument to prove these stronger versions
is more involved. Lemma 3.2 (i)− (iii) can be proved under the assumption that V has a weak difference
term. In fact, the conditions 3.2 (i) − (iii) characterize those locally finite varieties which have a weak
difference term. We do not know if conditions 3.2 (i) − (iii) characterize all varieties which have a weak
difference term.

For locally finite varieties, condition (iv) of Lemma 3.2 also holds if V has a weak difference term, but
we do not know if this happens when V is not locally finite. Certainly the proof we gave for Lemma 3.2
(iv) makes essential use of the fact that V has a difference term and not just a weak difference term.
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Since any variety with a weak difference term satisfies conditions (i) and (ii) of Lemma 3.2, one can
rephrase our characterization of varieties with a difference term in a way the does not refer to

s∼: V has a
difference term iff

(i) V has a weak difference term and

(ii) the critical interval of any N5 in the congruence lattice of a member of V is neutral.
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