
Definiton 1. A permutation of {1, . . . , n} is a bijection σ : {1, . . . , n} →
{1, . . . , n}. A permutation is called an adjacent transposition if there is an i
such that σ(i) = i+1 and σ(i+1) = i and σ(j) = j for all j 6= i. A permutation
is called a transpotion if there are i 6= j such that σ(i) = j and σ(j) = i and
σ(k) = k for all k 6= i, j.

Definiton 2. The permutation matrix of a permutation of {1, . . . , n} is the
n× n matrix Aσ such that Aσij = 0 unless i = σ(j).

Question 1. (i) Let σ : {1, 2, 3, 4} → {1, 2, 3, 4} be the permutation with
σ(1) = 3, σ(2) = 2, σ(3) = 4, and σ(4) = 1. Write down the permutation
matrix Aσ of σ.

(ii) Describe the shape of the permutation matrix of transposition and of an
adjacent transposition.

Question 2. (i) Suppse that σ is a permutation of {1, . . . , n}. Prove that
Aσ(ej) = eσ(j).

(ii) Suppose that σ and τ are permutations of {1, . . . , n}. Prove that AσAτ =
Aσ◦τ .

Definiton 3. The sign of a permutation σ is the following product:

sgn(σ) =
∏

0<i<j≤n
σ(i)>σ(j)

(−1)

Question 3. Compute the sign of the permutations σ from Question 1. Show
that the sign of a transposition is always −1.

Question 4. Show that every permutation is a composition of adjacent transpo-
sitions. (Hint: show that every permutation is a composition of transpositions,
and that every transposition is a composition of adjacent transpositions.) [Feel
free to skip this one—it’s not really linear algebra.]

Question 5. Let D : Mn×n(F) → F be an alternating linear function. Prove
that D(Aσ) = sgn(σ)D(In) where In is the n× n identity matrix. (Hint: write
σ as a product of adjacent transpositions τ1 · · · τm. Show that D(Aτ1···τm) =
−D(Aτ1···τm−1).)

Definiton 4. Define γn : Mn×n(F)→ F by the following formula:

γn(A) =
∑
σ

sgn(σ)A1σ(1) · · ·Anσ(n)

Question 6. Suppose that A′ is obtained from A by exchanging two adjacent
columns. Show that γn(A′) = −γn(A). (Suggestion: work out what happens
when A is a 2× 2 matrix or a 3× 3 matrix to get an idea of what is going on.)
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Question 7. Suppose that

A =
(
v1 · · · vi−1 vi + v′i vi+1 · · · vn

)
B =

(
v1 · · · vi−1 vi vi+1 · · · vn

)
C =

(
v1 · · · vi−1 v′i vi+1 · · · vn

)
and prove that γn(A) = γn(B) + γn(C). (Again, it might help to think about
the 2× 2 or 3× 3 case if it isn’t clear how to proceed in general.)
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