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How to choose between $y_{1}=a$ and $y_{2}=b$ if both satisfy this condition?
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## Claim 2

$\operatorname{QCSP}\left(\left\{\{a, b\}^{3} \backslash\{(a, a, b)\}, R_{a}\right\}\right)$ is PSpace-complete.

- Unless there is minority or majority on $\{a, b\}$ (all relations are linear or conjunction of binary relations), the problem is PSpace-hard.
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Suppose $\{x=a \mid a \in A\} \subseteq \Gamma$, then $\operatorname{QCSP}(\Gamma)$

- is NP-hard if $\operatorname{Pol}(\Gamma)$ has no WNU.
- is coNP-hard if $\left(x_{1} \sim x_{2}\right) \vee \cdots \vee\left(x_{2 n-1} \sim x_{2 n}\right)$ admits a pp-definition over $\Gamma$ of polynomial size for a nontrivial reflexive symmetric relation $\sim$.
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- is tractable otherwise.

Thank you for your attention

