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Good and bad news about $\Delta$-matroids

- Intersection of two even $\Delta$-matroids need not be a $\Delta$-matroid:

$$\begin{align*}
\begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1
\end{bmatrix}
\cap
\begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 1 & 1 & 1
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1
\end{bmatrix}
\end{align*}$$

- If there is any way to use polymorphisms here, we did not find it.

- However, (even) $\Delta$-matroids are closed under primitive positive definitions where each bound variable appears exactly twice and each free variable exactly once.
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- If there is a polynomial algorithm for edge CSP with even \Delta-matroid constraints, we have a dichotomy for planar CSP.
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- We generalize Edmond’s blossom algorithm for perfect matchings.
- Edge labeling $f$ assigns 0 or 1 to each half-edge: Pair $\{v, C\}$ where $v$ lies in constraint $C$ so that all constraints are satisfied.
- Variable is consistent in $f$ if both half edges corresponding to $v$ have the same labels.
- Edge labeling with all variables consistent = a solution of the instance.
- We want to augment a given labeling $f$: Find $g$ labeling with fewer inconsistencies.
- If $f$ is an edge labeling that can be improved, there is an augmenting $f$-walk $p$ from one inconsistent variable to another.
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Example
Sketch of the algorithm

- Take $f$, search from all inconsistent variables, building a forest of visited variables and constraints.
- If we can find $f$-walks $u \ldots Cv$ and $u' \ldots Dv$ for $u, u'$ inconsistent, we can augment and make $u, u'$ consistent.
- If we find $f$-walks $u \ldots Cv$ and $u \ldots Dv$, we have found a blossom. This we contract and re-run the algorithm on a smaller instance.
- If we don’t find any of the above, then $f$ can not be augmented.
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- We are now beginning to look at valued version of edge CSP for even $\Delta$-matroids.
- Generalization to value sets larger than 2 is going to be hard.
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